12.2 Probability Formulas

1259.

1260.

1261.

1262.

1263.

1264.

1265.

Events: A, B

Probability: P

Random variables: X, Y, Z

Values of random variables: x, y, z
Expected value of X: p

Any positive real number: ¢
Standard deviation: c

Variance: ¢’

Density functions: f(x), f(t)

Probability of an Event
p(A)=22,
n

where
m is the number of possible positive outcomes,
n is the total number of possible outcomes.

Range of Probability Values
0<P(A)<1

Certain Event
P(A)=1

Impossible Event
P(A)=0

Complement
P(A)=1-P(A)

Independent Events
P(A/B)=P(A),
P(B/A)=P(B)

Addition Rule for Independent Events
P(AUB)=P(A)+P(B)



1266. Multiplication Rule for Independent Events
P(ANB)=P(A)-P(B)

1267. General Addition Rule
P(AUB)=P(A)+P(B)-P(ANB),
where
A UB is the union of events A and B,
A N B is the intersection of events A and B.

1268. Conditional Probability
P(A/B)= P(ANB)

P(B)

1269. P(ANB)=P(B)-P(A/B)=P(A)-P(B/A)

1270. Law of Total Probability

ZP P(A/B,)

where Bi is a sequence of mutually exclusive events.

1271. Bayes’ Theorem
P(B/A)= P(A/B)-P(B)

P(A)
1272. Bayes’ Formula
P(B, /A)= mP(B )-P(A/B,)
> P(B,)-P(A/B;)

k=1

b

where

B, is a set of mutually exclusive events (hypotheses),

A is the final event,
P(B, ) are the prior probabilities,
P(B, /A) are the posterior probabilities.



1273. Law of Large Numbers
P( S—“ -
n
P( S—“ -

n
where
S, is the sum of random variables,

Zs]—)O as n — o,

<8]—>1 as n — oo,

n is the number of possible outcomes.

1274. Chebyshev Inequality
p(x—1ze)< Y&,
€

where V(X) is the variance of X.

1275. Normal Density Function

(x-p)?
— 262

1
(P(X)_Gme J

where x is a particular outcome.

1276. Standard Normal Density Function

ZZ

s
olz)= \/ﬂe

Average value n =0, deviation c=1.

Figure 210.



1277. Standard Z Value
z-X7H
c

1278. Cumulative Normal Distribution Function
( ) 1 x ()’
F(x)= e 2 dt,
cV2m _J;

where
x is a particular outcome,
t is a variable of integration.

1279. P(a<X<B):F(a_u]—F(B_Mj,
(e)

c
where

X is normally distributed random variable,

F is cumulative normal distribution function,
P(a < X <) is interval probability.

1280. P(X -y <8)=2F(£j,
()

where
X is normally distributed random variable,
F is cumulative normal distribution function.

1281. Cumulative Distribution Function
F(x)=P(X <x)= [f(t)dt,

where t is a variable of integration.
1282. Bernoulli Trials Process

p=np , c’ =1npq,

where

n is a sequence of experiments,
p is the probability of success of each experiments,

q is the probability of failure, q=1-p.
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Binomial Distribution Function

n
b(n, p,q)=( j p“q" ",

k
u=np, ¢’ =npq,

f(x)= (q+ pex)" ,

where

n is the number of trials of selections,
p is the probability of success,

q is the probability of failure, q=1-p.

Geometric Distribution
P(T=j)=q"'p,

1
w=—, 62 = % )

p p

where

T is the first successful event is the series,

j is the event number,

p is the probability that any one event is successful,
q is the probability of failure, q=1-p.

Poisson Distribution
xk
P(X:k)zﬁe*, A=np,

nw=>XA,c’ =%,

where

A is the rate of occurrence,

k is the number of positive outcomes.

Density Function
b
P(a <X <b)=[f(x)dx

Continuous Uniform Density
o 1 _a+b
b-a’ H 2
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where f is the density function.

Exponential Density Function
f(t):ke_“, n=>r,c’ =N
where t is time, A is the failure rate.

Exponential Distribution Function
F(t)=1-¢™,
where t is time, A is the failure rate.

Expected Value of Discrete Random Variables
n= E(X) = inpi »
i=1

where x; is a particular outcome, p; is its probability.

Expected Value of Continuous Random Variables

u=E<x>=_Txf<x>dx

Properties of Expectations
E(X+Y)=E(X)+E(Y),
E(X-Y)=E(X)-E(Y),
E(cX)=cE(X),
E(XY)=E(X)-E(Y),
where c is a constant.

E(X?)=V(X)+p?,

where

pn= E(X) is the expected value,
V(X) is the variance.
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Markov Inequality
P(X>k)< ?

where k is some constant.

Variance of Discrete Random Variables
o? = V(X)=E[(X -} ]= 3 (x, -,
i=1

where
X, is a particular outcome,

p; is its probability.

Variance of Continuous Random Variables

0" ~V(X)= B X} - [(x-pex)ax

—0

Properties of Variance
V(X+Y)=V(X)+V(Y),
V(X-Y)=V(X)+V(Y),
V(X +¢)=V(X),
V(cX)=c*V(X),

where c is a constant.

Standard Deviation

D(X) = V(X) = E[(X - ) ]

Covariance

cov(X,Y) = E[(X - p(X)XY - p(Y))]= B(XY ) - p(X)u(Y),
where

X is random variable,

V(X) is the variance of X,

u is the expected value of X or Y.



1300. Correlation
cov(X,Y)
XY )=——m—,
O v
where
V(X) is the variance of X,
V(Y) is the variance of Y.



