Chapter

State Space Analysis

LEARNING OBJECTIVES

After reading this chapter, you will be able to understand:

e System state

e State vector

e State equations

e State space representation
e Controllable canonical form
e Observable canonical form

Diagonal canonical form
Jordan canonical form
Observability

Kalman'’s test for observability
Transfer function

BAsic DEFINITIONS

System state: minimum information needed in order to com-
pletely determine the output of the system from a given moment,
provided the input is known from that moment.

State Space Representation

A state space representation of an linear time invariant (LTT) sys-
tem has the general for x.
x(t) = Ax(t) + Bu(t)

System variable: Any variable that responds to an input (or) initial wt) = Cx(t) — Du(f)

conditions in a system. ' ' x(t,) = X, —> initial conditions
State Variables: The smallest set of linearly, independent system 1.

variables such that the values of the set members at time A along xX(f) : State vector (n-dimensional)
with known forcing function completely determine the value of all ’ ) )

. y() : Output vector (P-dimensional)
system variables for all 7> 7. ‘ )
State Vector: Vector whose elements are the state variables. u(?) = Input or control vector (m-dimensional)
State space: n-dimensional space whose axes represents the state A : Dynamic or system matrix (n X n)
variables. B : Input matrix (n X m)

State equations: A set of n simultaneous, first-order differential C : Output matrix (p X n)
equations with ‘n’ variables, where ‘n’ variables to be solved are D Feed forward (direct) matrix (p X m)
the state variables.
» D
Xoﬁ
u(t x(t x(t t
VIR 5 () = % () c y(t)

A

Figure 1 Block diagram representation of state space model
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Advantages of State Space Analysis

1. It is applicable to multiple input, multiple output
systems.

2. It is applicable to system with non-zero initial
conditions.

3. Itis applicable to both LTI and Non Linear time vary-
ing system.

4. All the internal states can be determined.

More accurate than transfer function.

6. It gives the information about the controllability and
observability.

()]

State Space Representation
Selecting the state variables must follow the following rules

* A minimum number of state variables must be selected.
» They must be linearly independent.

The minimum number of state variables required equals
the order of the differential equation describing the system.
From the transfer function point of view, the order of the
differential equation is the order of the denominator of the
T.F. after cancelling common factors in the numerator and
denominator.

A practical way to determine the number of state vari-
ables is to count the number of independent energy storage
elements in the system (Capacitor and inductors in electri-
cal system and masses and springs in mechanical system).
Procedure for state representation of electrical network

1. Write simple derivative equation for each energy
storage element [Node equation for the node at which
an inductor is connected and loop equation for the
Loop in which capacitor is connected in electrical
network].

2. Solve for the each derivate term as a linear combina-
tion of system variable and the input.

3. Each differentiated variable is selected as a state
variable.

4. All other variables and output are written in terms of
the state variables and the input.

Solved Examples

Example 1: Find the state space representation of the sys-
tem shown in the figure if the output is the current through
the resistor

it)

Vt) —_

Solution: Step 1: Label all the branch variables in the
network

é

e
J

Step 2: Select the state variables: Write the
derivative equations for all energy storage elements
(L and C)

d di
c i1 oy
da © dt
Choose the differentiated quantities as the state variables
(V.and Q).

Step 3: Write the each differentiated term as a linear, com-
bination of system variables and the input.

v, _. .
C.d—; =i.=f(Ve, i, V(1) (1)
di; .
L.E = 0. =f£,(V.» i, V(1) 2)
Applying node equation at V|
: S 1 .
lo=—igti = _E‘l}C-{_lL (3)
Applying loop equation in capacitor loop
V.==V.+ W0 4
From Equations (1), (2), (3) and (*4),
d
Vo Ly 1y
dt RC C
di, 1 1
—=——0.+=V(t
d L ° L (1)

. 1
Output equation i, = Eﬂc

Step 4: Obtain state space representation in vector matrix
form

TRANSFER FUNCTION TO STATE SPACE
MoDEL

This case corresponds to a linear system that can be rep-
resented as a n"-order differential equation with constant
co-efficient like:



dn y(t) dnfl y(t) dn72 y(t)
n n—1 n—1 n—2 an—Z +....
d
+a, y(t)+a0
dt

= b,U(1)

The classical transfer function (T.F.) representation of the
system is obtained by applying the Laplace transform to the
differential equation.
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Y(S) b

0

G(S) = =
U(S) s"+a, s""'+a,,s"  +..+as+a,

If the state space representation has to be obtained, a con-
venient way to select state variables is to choose the output
¥(f) and its ‘n—1" derivatives as the state variables. This is
called phase variables choice.

The state space representation using the phase variable
choice of the state variables is said to be in the ‘Controllable
canonical form’ (CCF).

Controller canonical form of the given differential equation is

X1
» | [0 1 0 o0 0 |[x][0] o
: 0 0 1 0 0 X, 0 !
X3 X,
. 0 0 0 . 0 X, 0
X
X4 o0 0 0 o0 1 0 x, 0 ’
= + . |UY=[1 0O ... . 0]
0 0 0 0 0 0 1 X, .
. x}’l .
xoa | LT —4 —4 —4; —a, | [ % ] [b] )
L xn .
Consider a transfer function with polynomial in numerator
Wray 'tay Ct o ta vy tay=bu"+bu'+. ... +b i +bu

where u is the input and y is the output. The transfer function can be written as

Y(S) bys"+bs"" +..b,_s+b,

U(S) G +a,s"”

1
+..ta, s+a,

State space representation of the system in controllable canonical form and observable canonical form are given by

Controllable Canonical Form

X
[0 1 0 0] x ]
X2
0 0 1 0 X,
— +
0 0 0 1 X,
Xn-1 __an -a,, —a,, _al_ L X, ]
L xn -

Uy=I[b—~ab;b, —a b

:b —a b]

s et ,—a, b, + b u.

n

The controllable canonical form is important in discussing the pole placement approach to the control system design.
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Observable Canonical Form
The following state-space representation is called an observable canonical form.

XlJoo. .. ... 0-a, |[x] [b,-ab, | [ x|
X2 10......0-aqa,, x, b, —a, b, X,
= B wy=[1 00 . . . .0 1| = |+bu
. . n—1
Xn _0 0..... 1‘“1 ] »x,,‘ _bl_apb() ] L Xy B

System matrix in observable canonical form is the transpose of system matrix in controllable canonical form.

Diagonal Canonical Form
Transfer function with numerator polynomial can be written as

Y(s) bys" +bs"" +..b,_s+b,

U(s) (S+pl)(s+pz)(s+p3)...(s+pn)
G N C, N C

n

=b,+
s+p  s+P s+P

0

where p, p,, ...p_are the location of poles.
The diagonal canonical form of the state space representation of this system is given by

(x1 -, - - - . . . . 0][x] [1] [ x, ]
X, O -p, . . . . . . 0 |]|x 1 X,

= +| . |uy=I[C,C,..... Cl| . [+bhu
»an L 0 _pn‘ ,xn< ._1_ gxn_

Jordan Canonical Form

When the system involves multiple roots, the diagonal canonical form must be modified into Jordon canonical form. For
example, if there are three equal poles (P, = P, = P,). Then the factored form ¥(s)/U(s) becomes

Y C C C C C
(S)=b0+ 1 + 2 —+ 3 4 44 4 n
U(s) (S+Pl) (S+P1) (s+p1) s+ P, s+p,
X1 [_ 1+ 4 - - _
p 1 0o 1 0 0 X, 0 ¥
%2 0 —-p 1 1 0 . x, 0 Y,
)-63 0 0 -p 1 0 . 0 x,. 1
. - - = = - - 1
0 0 0 . -p, . . . 0™ :
X4 [ = P e y=IC G Cll . |+bu
X 1 X
0 0 0 0 -p, | Lond B Ln
_x}’[— ) }




Eigen Values of an n X n Matrix A

Characteristic equation of a square matrix ‘A’ is given by
|A1—A4=0

The values of A which satisfies the characteristic equation
are called as eigen values of ‘A’ matrix.

Note:

The poles of the transfer function are given by the |s] - A| =
0. This function is same equation as the characteristic equa-
tion of ‘A’. Therefore, we can conclude that the eigen values
of the state model and the poles of the transfer function are
the same.

Note:
Stability of SISO system depends on the eigen values of
system matrix in its state space model.

CONTROLLABILITY

A state x(7) is said to be controllable at ¢ = ¢ if there exist a
piecewise continuous input u(t) that will drive the state to
any final state x(¢,) for a finite time (¢,—¢,) > 0.

If every state x(#,) of the system is controllable in a finite
time interval, the system is said to be completely control-
lable or simply, controllable.

Kalman'’s Test for Controllability

Consider a state space model
X=Ax+ Bu
Then controllability matrix

O.=[B:AB:A®B: ....: A" 'B]

Note:
A system is said to be controllable if the rank of Q. is equal
to the order of matrix ‘A’.

|0.|£0.

1.e.,

Note:
Number of uncontrollable states is computed as the differ-
ence between order of A matrix (n) and rank of O matrix (P).

OBSERVABILITY

Linear time invariant system is said to be observable if given
any input u(?), there exist a finite time 7, > ¢, such that the
knowledge of u(¢) for ¢, < 1, < f, matrix 4, B, C and D and
the output y(#) for 7, < ¢ < ¢, are sufficient to determined x(Z,).
If a every state of the system is observable for a finite 7,
we say that the system is completely observable or simply
observable.
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Kalman’s Test for Observability
Consider a state space model

X =Ax+Buandy=Cx+ Du
Then observability matrix
g,=[ccaca..... A"

Note:
The system is said to be observable if the rank of O is equal
to the order of matrix 4.

#0.

ie.,

0.

Note:

Number of unobservable states is computed as the
difference between order of A matrix (n) and rank of O,
matrix (q).

SOLUTION OF STATE EQuATIONS
The state equations of a linear system is
X = Ax + Bu; x(t,) = x(0)

Solution of above state equation is

t

x(r)=e"x(0) +jeiA(H)Bu (7).dr

Homogeneous  Forced
Solution Solution

In the absence of the input to the system, response of the
system or solution of state equations, with initial conditions
alone is given by

X(1) e" x(0)=e"x,

It is observed that the initial state x; at = 0 is driven to a
state x(7) at time ‘¢#’. This transition in state is carried out by
the matrix exponential e’. Because of this property, e is
known as ‘State transition matrix’ and is denoted by @().

Properties of State Transition Matrix ¢(t)

1. q0)=e®=1
2. gy =et=(c")" =[]
3 ¢(t1 +t2)= eAl+h) — odh oA

= 01). x1) = q1,). K1)
4. [§0]" = [e"]"= e+ = @(n1)
5.t —1). ft—t)=e'1 0 el

= ed1-2) = ¢(t1 _ tz)

Transfer Function

Given the state space model of SISO system as
X =Ax+ Bu
Y=Cx+ Du
The transfer function of the system is
T.E=C[sI-A]'B+D
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Example 2: The maximum number of states required to
describe the network shown in figure is

R, R,
. ANV
RS
Cc— R,
L
(A) 1 (B) 2
© 3 (D) 4

Solution: (B)
No. of energy storage elements (L, C) =2
No. of states required to analysis = 2

Example 3: The matrix of any state space equation for the
C(s)
R(s)

transfer function

of the system shown in figure is

A(s) 4 " % C(g)
-1 0
<A>{ 0 J ®) [-1]
0) [4] py | 1O
© (D) 0 4

Solution: (B)
Output of integrator is considered as state and no. of inte-
grators is equal to the no. of states.

No. of states = 1

R(s)

X1 C(s)

I
»|=

X, =—x, +4r(t)
[x°] = [-1] [x,] + [4] [r(®)]

Matrix of state space equation is [—1]

Example 4: A system is described by the state equations.
X = Ax + Bu. The output is given by y = Cx

-4 -1 1
where 4 = ;B=| [;C=[0 1]
3 -1 1
The transfer function G(S) of the system is
s s+7
A) — By —
) s +5s+7 ®) s> +55+7
1 N
C) — D) —
© s> +55+7 @) s +s+5

Solution: (B)
Transfer function of the state space model is

Y(s)
T.F= ——=C[sI-A]'B+D

U(S)

[1 0} [—4 —1}
[sI—A]=s -
0 1 3 -1
3 s+4 1
| =3 s+l

1 [s+1 -1 }
[sI-A]'= ———
(s+D(s+4)[3 s+4

[s+1 -1 1[1
| 3 s+4][1
s +5s+7
[s+1-1
[0 1]
|3+s+4
s +5s+7

[0 1

[e—

T.F=-C[s[-A]'B=

s+7
S +55+7
Example 5: Given that homogeneous state space equations
. -4 1
x = [ 0 3] x, the steady-state value of x_ = Lt x(),

given the initial state value of x[0] = [10 — 10]" is

A | 10 B |4
W =| o B) x.=|

o[}
Solution: (C)

Solution of homogenous equation Ax = Ax
x(2) = e’ x(0)

e = L|[s1-4]"

s+4 -1
sl—A=
0 s+3

[SI_A]% - (s+4)(ls+3)|:s—(i)_3 341-4]
1 1
_ s+4 (s+4)(s+3)
0 b
s+3



x(f) = ¢"'x(0) :[

20 741_10 =3¢
x(t)z[ ¢ ¢ ]

10e™ +10e™ +10e™
—10e™

_1 0—31‘

Lt (20e*" —10e'3’)

t—oo

x, = Ltx(r)= N
-toe

e

|0
1o
Example 6: A second-order system starts with an initial

2
condition of ( )without any external input. The state tran-

. . o e 0
sition matrix for the system is given by 0

e

The state of the system at end of 2 seconds is given by

A) 107 ]! B) 10°x]|°
(A) 5 (B) {

o4 o ]

Solution: (B)
Solution of state equations without external input is
x(f) = e’ x (0)

X(1t) =

215 oo

_3e4><2 1

Example 7: For a system with transfer function G(S) =
2s+4

s’ +4s> +95+4

The matrix ‘A’ in the state space form x = Ax + Bu is
equal to

Att=2sec, x(2) =

0 1 0 1 0 0
Ao o 1 @ |0 1 o0
4 -9 —4 -4 -9 —4
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1 0 0 0 1 0
© (0o o 1 O |2 -4 1
2 -4 -1 -4 9 -4

Solution: (A)
From the standard controllable canonical form of the trans-
fer function

2s+4

T.F.= #
s +4s"+9s+4

State space representation

0 1 0][x] [o
X()y=10 0 1 ||x,|[+|0] u@).
-4 -9 —4||x 2

3

3 4 1
Example 8: For the system x = [0 5:|x+[0] u, which

of the following statement about the system is true?
(A) Controllable and stable

(B) Uncontrollable and stable

(C) Controllable and unstable

(D) Uncontrollable and unstable

Solution: (D)
For stability analysis, location of poles are the roots of char-
acteristic equation.

|sI—A|=

3 -3 6e-9=0
=(s— S — =
0 s-5
s=3and5
.. Poles are located on RHS plane, system is unstable.

Controllability matrix Q= [B AB]

« o=[s Sl

[t 3 0
Qc_ 0 0 :>|QC|_

. System is uncontrollable.

EXERCISES

Practice Problems |

Directions for questions I to 15: Select the correct alterna-
tive from the given choices.

1. Given that X = AX for the system described by the
differential equation y+2y+3y =0. The matrix ‘A’ is

1 0 1 0
(A) [_2 _J (B) [_1 _3]
C 0 1
© |5
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2. A signal flow graph of a system is given below

U0

A\ 4

U2C

If the state equation that corresponds to the above sig-
nal flow graph is X = AX + BU, the matrices ‘4’ and

‘B’ are
B -7 0] [0 0]

A |y o O|and|O
|—a - 0] [1 0]
[0 a vy ] (1 0]

B) [0 —a —y|and |0 1
0 B -Bf [0 0]
[~o B 0] 10

(©) |[-B -y Ofand |0 1
Lo v 0] 00
(-0 0 B 00

D |y 0 oland |0 1
-8 0 -« 10

3.
U(t) )'(2 s ).(1 s 1
X, X Y
-1 -2

In the state diagram of a system shown in the above figure,
which variables are controllable?

(A) x,0)

(B) x,(1)

(C) Bothx (#) and x,(?)

(D) Neither x (¢) nor x,(f)

4. The state equations of a linear time-invariant system

dx (t
are represented by % =AX (t)+ BU(1).

[ 2 s=[)

The state transition matrix ¢(7) is

e—3f O e—3f O
(A) [0 e”} ®) [0 e”}

6—1/3 0 e1/3 O
C
( ) [ 0 er/3:| (D) [O e—t/3:|

5. A particular control system is described by the follow-
ing state equations

s Az}

]

Y(s)_ 2 Y(s)_ 4
) U(S)_S2+2S+5 ® U(s)_s2+2s+5

Y(s)_ 1 Y(s)_ 3
© U(S)_S2+2S+5 (D) U(s)_s2+2s+5

Common Data for Questions 6 and 7: A system is charac-
terized by the following state space equations

G e

bl

6. The transfer function of the system is

1

@) S(5+2)(s+1)

(s+2)s(s+1) ®

© (D) (

s+2)(s+1)

(5-2)(s+1)

7. The state transition matrix of the system is

A) [ e 42e e 4™
|27 +2e™ 2 +e™
(B) [ —e™ 4 0e7 e —e¥ ]
[ —2e +2e 2e —e™ |
(C) B e —2e e e T
|27 —2e 2e —e7 |
D) [ e 42e e e ]
[ —2e7 —2e 2e +e™ |




8.

10.

11.

Match List-I (Matrix) with List-1I (dimensions) for the
state equations:

X (t)=AX(t)+ BU(t) and Y(#) = CX(t) + DU(t) and
select the correct answer using the codes given below
the lists:

List-l List-ll
A (1) nxp
B (2) gxn
C (3) nxn
D (4) gxp
Codes:

A B C D
A 1 3 4 2
B) 1 3 2 4
<) 3 1 4 2
(D) 3 1 2 4

. Consider the single-input, single-output system with its

state variable representation:

I e U 1
X=[0 =2 0[X+|1|UY=]1 0 2]X
0 0 -3 0

The system is

(A) Neither controllable nor observable.
(B) Controllable but not observable.
(C) Uncontrollable but observable.

(D) Both controllable and observable. C o
e

Consider the state transition matrix: @§¢) = [t , ,:|
e

The eigen values of the matrix when 7 =0 are

A) 1,2 B) 2,1

©) 1,1 D) 1,3

A linear system is described by the following state
equation — y = AX(¢) + BU(?).

0 1 .. .

A= |: } . The state transition matrix of the system
is -1 0

[ cost sint
(A) .

| —sint cost

[—cost sint¢
(B) .

| —sin# —cost

[—cost —sint
© .

| —sint cost

[cost —sint¢
(D) .

cost sint

12.

13.

14.

15.
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o]

and B = |:p:| , where p and ¢ are arbitrary real numbers.
q

Consider the system & =AX+ BU with 4 =

Which of the following statements about the control-

lability of the system is true?

(A) The system is completely controllable for any non-
zero values of p and gq.

(B) Only p =0 and ¢ = 0 result in controllability.

(C) The system is uncontrollable for all values of
p and q.

(D) We cannot conclude about controllability from the
given data.

The state transition matrix of the system whose state

. )C 1 0 1 xl
equation are =
: -2 0f[x,

X2
cos \/Et L cos \/Et
(A) V2
| —V2sin \/Et sin \/Et
cos \/Et L sin \/Et
(B) V2
| —V2sin V2t cos</2t
[ sint  —cost
© .
| +cost  sint
D) [ sin \/Et cos \/Et
| —cos V2t sinv2t

If the eigen values of a 3 X 3 matrix 4 are 1, —3 and 4.
The eigen values of P'AP (Q P is a linear transforma-
tion) are

-1 1
A) 1, — and —
(A) 3an 2

(B) 1,—3and 4
(C) 1,9and 16
(D) -1,3and -4

The state equations of a system are x =
0
]

(A) £2
©€) +1,-2

0 1 .
-1 2]
u. The closed loop poles of the system are

B) - 1,-1
(D) +2,- 1
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Practice Problems 2

Directions for questions 1 to 15: Select the correct alterna-
tive from the given choices.

1. The state equation of a linear system is given by X =
-1 1
-2

transition matrix of the system is

0
AX + BU, where A = :| and B = [1] The state

e et +e—2t— e el —e
A B
w S ey
0 e—Zr ) 0 eft _ e—z:
(C) |: —t —t -2t (D) [ —t -2t :|
e’ e —e| e e
2. The eigen value and eigen vector pairs (4, V) for the
system are

A -1 I ! I and F_2 !

( ) ’ -1 L ’ -2
1 [ 1 1

( ) ’ -1 i ’ -2

C -1 I ! I and F2 !

( ) s 1 I > )

o (L]

3. The system matrix 4 is:

A'01 B 1 1
()_—11 ()_1_2
C”21 - 0 1
()__1_1 ()_2_3

. [1 2 0
4. LetX=X=[O 1}X+[1}U,Y=[b 0]X

where ‘b’ is an unknown constant. This system is
(A) Observable for all values of b.
(B) Unobservable for all values of b.
(C) Observable for all non-zero values of b.
(D) Unobservable for all non-zero values of b.
5. A state variable representation of a system is given by
the expression

e S0 o)

The transfer function of the system is

2 2s
(A) m (B) (s —l) (s+ 1)

2 1

© )6 ®

6. The state space model for an electrical network shown

in fig where the current I and voltage across the capaci-
tor V_are the state variables.

103Q
1 T
11v 1nF o Ty, 11v
X [10° 10°][x] [0 ]
@y |4 = HEIRA Rl
X [10° 0 |[x| [107]
X [10° 111 [0]
@ [ =" O+ o
i 10° 10° || x, 10
L L] (107
X 106 _103 3
© [ F]- 1(3 10“%}{10}“0
| Lo 0 |]x, 0

(D) None of these

. The poles and zero of the following system:

i - [_‘2)0 _19} . m ’

y=[-17-5]1x+[1]uare
(A) Poles: —4,—5 and zeros: — 1, — 3
(B) Poles: — 3, —4, and zeros: — 3, — 2
(C) Poles: —2,—3 and zeros: — 2, -4
(D) None of these

-1 =2
. The second-order system x = Ax has 4 = |: ] .
+

1 -1
The values of its damping factor and natural frequency
o, are, respectively,
(A) 1.732,0.577
(C) 0.577,1.732

(B) 1.414, 0.6
(D) 0.6, 1.414

Common Data for Questions 9 and 10:
Consider the following block diagram

U(s) —n >2)— 1/ > 1/
— s s o

A

9. In the above figure, the state space representation in

vector matrix from is

o e [0 1], o
A) 2= o]



Y=[31]x
B) x = 01 X+ 0 u
-7 2] Lt
Y=[31]x
©) x = o x+ u
-2 7] 10|
Y=[13]x

(D) None of these

10. From the question number (9), the transfer function of 13.

the system is

N s+3
A —— B) —
(A) S +2s+7 (B) S +2s+7

3 2s+3
C) — D) ——
© S +25+7 (D) S +2s+7

Common Data for Questions 11 and 12:
The circuit diagram is shown in the following figure.

2F

5A<f

4Q

|t
I

<i 0oV

11. The state equations of the above circuit are

— -1 1

iL 0 ENIEARE % 1110
(A) = ¥

RN

-2 8 8 2

| 1

iL 0 3] 13 0 1rio

| |1 2l 2L

-2 8 8 2

12.

14.
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i = i 0 = 10
(C) L _ 3 L + 3
N Io=tfve) |1 LIS
‘ 8 2 8 2

(D) None of these

From the Q. No. (11), the eigen values are
(A) —0.06 ;0.06

(B) —0.06 +,0.403

(C) —0.403 £;0.06

(D) —0.12 £,0.12

A continuous time, linear time invariant system is
dy
dt
Assuming zero initial conditions, the response y(f) of
the above system for the input x(¢) = e u(?) is given by
(A) (e"=e*)u(d)
(B) (e"+e ) u()
(©) (¢'=e™)u)
(D) (e'+e)u(r)

The system with the state equation

d’y dx
described by ——+4— +3y(f)=2— +4x.
escribed by o 3%0) 7 X

. -1
x =Ax+Buand 4 = [1

(A) System is controllable.

(B) System is uncontrollable.

(C) System is controllable and observable.
(D) None of these

15. Consider the state transition matrix:
s+ 1 2—1
m ST+ 3s+2
wO=L"[¢s)]=L"
0 s+2
s +3s+2
The eigen values of the system are
(A) Oand -2
(B) —land2
(C) land2
(D) —1land-2

PrEVIOUs YEARS’ QUESTIONS

Data for Question 1:
A state variable system

1. And the state transition equation

. 0 1 1
X(t)= X(t)+ | | u(2), with the initial condition
0 -3 0

X(0) =[-1 3]" and the unit step input u(¢) has

t—e™
(A) X(l)=[e_, ]

(B) X = {

[2005]

t—e”
3e—3t

©) X0 =[t

e—3t
t

3¢

t—e™
o]
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2. For a system with the transfer function H(s)

3(s—2)

45 —25+1

Ax + Bu is equal to
(1 0 0

(A)]0 1 0
-1 2 4
[0 1 0

©) (3 =2 1
|1 -2 4

, the matrix A in the state space form x =

[2006]
[0 1 0]
B)|0 0
-1 2 -4
Lo o
D) |0 o
-1 2 4]

3. The state equation for the current /, shown in the net-
work shown below in terms of the voltage ¥, and the

independent source V is given by [2007]
30 0.2 H 50Q
70000
+ W
% %0.5 H
302 vy
dl
(A) —=-1.4V_-3.75 + Bl 14
dt * 4
dl
(B) —t=-14V -3.75I — 3 14
dt * 4
dl
(C) =+ =-14V_+3.75I + Bl vV
dt * 4
dl
(D) —t =-14V_+3.75I — Bl 14
dt * 4

Common Data for Questions 4 and 5:
A system is described by the following state and output

equations.
dx, (t

dt
dx, (¢

dt

y(6)=x (1)

~—

~

=-2x,+ u(t)

=-3x, () +x, (t)+2u(?)

where u(?) is the input and y(¢) is the output

4. The system transfer function is

s+2
A
&) s +55—6
2s+5
©

(B)

(D)

[2009]
s+3
s +55+6
2s—5
S +5s—6

5. The state transition matrix of the above system is
[2009]

e 0 e e _egH
A B
(4) [ez, T ® 1,

e ey PRI
o, T ey X

6. The second-order dynamic system

ax

—=PX +Qu

dt 0
y=RX

has the matrices P, O and R as follows:

P:[—Ol _13}Q:mR:[o 1]

The system has the following controllability and
observability properties: [2014]
(A) Controllable and observable

(B) Not controllable but observable

(C) Controllable but not observable

(D) Not controllable and not observable

7. Consider the system described by the following state
space equations

MER NN e N

If u is unit step input, then the steady-state error of the

system is [2014]
(A) 0 (B) 1/2 (©) 2/3 D) 1
8. The state variable description of an LTI system is

given by
% 0 a 0)(x 0
=10 0 a||x,|F|0]|u
3 a, 0 0)\x 1
xl
y= (1 0 O) %
%

where y is the output and u is the input. The system is
controllable for [2012]

(A) a,#0,a,=0,a, #0
B) a,#0,a, #0,a, #0
©) a,=0,a,=0,a,=0
D) a, #0,a, #0,a, =0



Common Data for Questions 9 and 10:
The state variable formulation of a system is given as

x| [-2 o]x] [ 0) = 0 x.(0) =0
x| Lo -1|x e = =0

and  y=[1 0]{96l ]

X5

9. The system is
(A) Controllable but not observable
(B) Not controllable but observable
(C) Both controllable and observable
(D) Both not controllable and observable

10. The response y(f) to a unit step input is

1 1 1 1
A) ———e™ B) 1-—e™ ——¢”
(A) 55 (B) > >
(C) e*—e (D) 1-¢

[2013]

[2013]

11.

12.
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For the system governed by the set of equations:
dx /dt =2x +x,+u

dx,/dt = 2x +u

¥y =3x,

the transfer function Y(s)/U(s) is given by
(A) 3(s + 1)/(s> =25 +2)

(B) 32s +1)/(s>—2s+1)

©) (s+1D/(s*=2s+1)

(D) 3(2s + 1)/(s> —2s +2)

Consider the following state-space representation of a
linear time-invariant system. [2016]

() = F O] (1), y(0) = ¢ x(t), ¢ = {
0 2

[2015]

1
} and
1

1
x(0) = L} the value of y(¢) for ¢ = log_ 2 is .

ANSWER KEYs

EXERCISES

Practice Problems |

1. D 2. C 3. A 4. B 5. C
11. A 12. C 13. B 14. B 15. B
Practice Problems 2

1. B 2. A 3. D 4. C 5.D
11. B 12. B 13. A 14. B 15. D
Previous Years’ Questions

1. C 2. B 3. A 4. C 5. B
11. A 12. 6

D 7. B 8. C 9. A 10. C
C 7. A 8. C 9. B 10. B
C 7. A 8. D 9. A 10. A



TEST
Control Systems

Time: 60 min.

Directions for questions 1 to 25: Select the correct alternative (A) K=4,a=0.35 (B) K=8,a=0.455
from the given choices. (C) K=16,a=0.225 (D) K=64,a=0.9

1. The time response of a first-order control system subjected to -

v ’ ) . For an RLC series circuit, match list I with list I and select the
unit impulse input is

correct answer using the codes given below the lists:

|- —
(A) C, ==& B) C,=¢"" List -1 List—1l
T (condition) (Transient current response)
© C(,) =l-e"" (D) C(z) =T-e (P)y R=0 (1) Undamped oscillations
2. For a second-order system with the closed-loop transfer func- (Q) R<2 \/g (2) Damped oscillations
tion 7(s) = %616 The damped frequency of oscilla-
tions is §hast (R) R=2 \E (3) Critically damped response
(A) 4 rad/sec (B) 4+/3 rad/sec ¢
© 2\/3 rad/sec (D) 2rad/sec (S) R>2 é (4) Non — oscillatory response
3. For a unity feedback closed loop system G(s) =
% Codes:
—————— . The range of K for which the system is stable P Q R S
S(s+4)(s+3) Ay 1 > 3 4
will be given by (B) 1 4 3 2
(A) K>84 (B) 0<K<84 © 3 2 1 4
(C) 0>K>84 (D)0<K>84 (D) 3 4 1 2
4. The function corresponding to the Bode plot of the figure is 8. In the system shown below, x(¢) = sinf u(?). In steady-state, the
A response y(f) will be
A
6 dB per x(t) 1
dB P " s+ )
octave
1 T 1 V4
> (A) —sin|:t——:| (B) —sin|:t+—:|
f, f V2 4 V2 4
yia 1 | B .
(A) A== B) A= —— (C) —=e'sint (D) sinf — cost
A (1= /1) V2
1 . . .
(C) A= : D) A= 1+ jf/f, 9. A dlfferentl'ator has a jtransfer fynctlon whose
(1+ 1 /f) (A) Phase increases linearly with frequency
K (B) Amplitude remains constant
5. Given a unity feedback system with G(s) = aay the value (C) Amplitude increases linearly with frequency
of K for damping ratio of 0.5 is S(s+4) (D) Amplitude decreases linearly with frequency
(A) 1 (B) 16 3(s+2)
) 4 (D) 2 10. If f(s) = L[f(f)] = =, then the initial and final values
> +65+12
. . . . S S
6. For the system shown in the figure, with a damping ratio & of of f{7) are respectively
0.7 and an undamped natural frequency , of 4 rad/sec, the (A) 0,3 (B) 3,0
values of K and ‘a’ are ’ 1’
(C) 0,12 (D) 5 0
C
ALs) S(Sli 5 (s > 11. The transfer function of a system is given by
Yo _ 1
X s*+8s> +195+12

()
1+as Obtain the pole — zero form representation of matrix A




12.

13.

14.

15.

16.

0 1 0 -8 -19 -12

(A) A=| 0 0 1| B) 4=|0 1 0
12 -19 -8 0 0 1
4 1 0 -1 0 0

(C) A=| 0 -3 1 (D) A4=|0 -3 0
(0 0 -1 0 0 -6

The Nyquist plot of a control system is shown below.
For this system, G(s)H(s) is equal to

Alm

)

» Re
@ = oo
K K
(A) B) 5
(I+sT)) s°(I+sT))
K K
©) 57— D) —
s (I+sT)) s*(I+sTy) (I+5T,)
A system described by the transfer function H(S) =
% is stable. The constraints on a and
s’ +oas”+Ks+4

K are
(A) o0>0,0K <4
C) a>0,xK>0

B) a>0,0K>4
D) a<0,xK<0

A system has an open-loop transfer function of
10
s(1+0.5s5)(1+0.25)

fer function is H(s) = 1 + Ts. What should be the value
of T so that the closed-loop system operates in a stable
manner?

(A) T=2333 (B) 7>2.333

(C) 72042 (D) T=0.042

The number of roots of the equation 2s* + s* + 3s? + 5s
+ 7 =0 that lie in the right half of S plane is

(A) Zero (B) One

(C) Two (D) Three

The system shown in the given figure, is subjected to a
unit ramp input

and is has a feedback whose trans-

+ +
R(s) K

Cls)
s(s+a) e

Kis

17.

18.

19.
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By closing the switch S’

(A) Steady-state error will increase and damping coef-
ficient ‘£’ will decrease

(B) Both steady-state error and damping coefficient
¢ will increase

(C) Both steady-state error and damping coefficient
‘¢’ will decrease

(D) Steady-state error will decrease and damping co-
efficient ‘£’ will increase

The asymptotic magnitude Bode plot of a system is
given in the figure. The system is a minimal phase sys-
tem. The transfer function of the system is

20 dB /dec
'4
IGI —40 dB/ dec
dB 36 dB '
,  tog o

ol 4 w3

—21 dBf--------------mmmmmmmmomoooooS
—40 dB/dec

2]
s )ea)
o)
(eallea) (e )es)

The open loop transfer function of a feed back control
system is given by

(B)

K(S+5)
s (s+6) (S2 — 65 +10)

In the root locus diagram, the asymptotes of the root
loci for large values of K meet at

4 )
A) (5, o] B) (?,o)
5 -10
© (5, oj D) (—3 ,o)

A servo mechanism represented by the equation
d’6 + 10d_9 =150 E. where E = (r— 0) is the actuat-
ar’ dt '

ing signal. The value of damped frequency of oscilla-

tion is

(A) 11.17 rad/sec

(C) 13.62 rad/sec

G(s) H(s) =

(B) 12.25 rad/sec
(D) 9.81 rad/sec
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20. A closed loop control system is shown in the figure.
The maximum overshoot in the unit step response is to
be limited to 25% and the peak time is 2 sec. Assuming
the inertia constant J = 1 kg—m?, the value of ‘K’ and ‘&’
are respectively

C(s)

»|=

(A) 4.62,0.471 (B) 2.95,0.471
(C) 4.62,0.961 (D) 2.95,0.961

21. The asymptotic Bode plot of the transfer function

is given in the figure. The error in the phase

1+2
a
angle and dB gain at a frequency of w = 0.5a are
respectively
4 20log k
G(dB) 20 dB/dec
I
a
A
phase® 01a 104
S i i
‘/45°/dec
(A) 4.06°,0.97 dB (B) 5.7°,3dB

(C) 4.9°,3dB (D) 5.7°,0.97 dB

22. The system shown in the given figure, is subjected to a
unit ramp input on closing the switch ‘s’

K
s(s+a)

1. A 2. C 3.B 4. D 5.B
11. C 12. D 13. B 14. D 15. C
21. A 22. B 23. C 24. C 25. D

(A) Steady-state error will increase and damping co-
efficient ‘¢’ will decrease

(B) Both steady-state error and damping coefficient
¢ will increase

(C) Both steady-state error and damping coefficient
‘¢’ will decrease

(D) Steady-state error will decrease and damping
co-efficient ‘¢’ will increase

23. A system is described by
. 0 1 0
X= X+| |UY=[1 0]X
-2 3 1

The transfer functions is

1 1
A —— B) ———
(A) sS+2s+3 ® 2s% +3s+1
s+3 1
C) —— D) ——
© st +3s+2 ®) 3% +25+1

Common Data for Questions 24 and 25:
A system is described by the following state and output
equations

dxl(t) — 73)(:](1‘) + xz(t) + 2u(t)
dt
D) _ e i)+ u(t)
dt
() =x,(0)

where u(?) is the input and y(¢) is the output.

24. The system transfer function is

s+2 s+3
A —— B) ———
@) S +55-6 ® s +55+6

25+ 5 2s—5
C) —— D) ———
© s +55+6 (D) S +55-6

25. The state-transition matrix of the system is

e 0 e e ¥
(A) -2t -3¢ -2t (B) 2t
e +e e 0 e

-3t e—2t + eSt

o[ ]

e
0

6. C 7. A 8. A 9. C 10. B
16. B 17. C 18. C 19. A 20. B
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