2. Matrices

e The various elementary operations or transformations on a matrix are as follows:
) RiHRjorCiHCj
© R; < kR; or C; < kC;, where k is a non-zero constant

o Rj & R;+kRjor C; < C;+ kC;, where k is a constant.
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For example, by applying R{ — R — 7R3 to the matrix 2 -1 0 ,weobtainl 2 —1 0]

e If A and B are the square matrices of same order such that 4B = BA = I, then B is called the inverse of 4
and A4 is called the inverse of B. i.e., Al=BandB1=4

e [f 4 and B are invertible matrices of the same order, then (AB)_1 -l 471

e Ifthe inverse of a square matrix exists, then it is unique.

o If the inverse of a matrix exists, then it can be calculated either by using elementary row operations or by
using elementary column operations.
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Example: Find the inverse of the matrix: —cos B sin O

Solution:
We know that 4 = I4. Therefore, we have

[ sinB cosB] [1 DA
| —cosB sin B 1

Applying R| — sin 0 R| and Ry — cos 0 Ry, we have

sin B sin Bcos B _|sinB 0O P
| 0 cosB
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Applying R — R — Rp, we have
sin’B + cos B 0 ] _[sin 8 —cos B]ﬂ

I —cos°B sinf cosf 0 cos B
. 1 0 _ lsin 8 —cos E'] 4
—cotr B Ehb coid 0 cos @ |

Applying Ry — Ry + cos20 R1, we have

1 0 sin B —cos
g[':l sinEh::c-sB]: sin Bcos B cosﬁ(l—coszﬁ) .
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If 4 is a square matrix, then 4 (adjAd) = (adj4) A= |A| 1
A square matrix 4 is said to be singular, if
RS : lAl # 0
A square matrix 4 is said to be non-singulai, i1
: lA| #0
If 4 and B are square matrices of same order, théi |7_ Al

Therefore, if A and B are non-singular matrices of same order, then 4B and B4 are also non-singular
matrices of same order.

If 4 is a non-singular matrix of order #, then (ﬂd J’A‘(m:f j.r‘l)‘ =147

A square matrix 4 is invertible, if and only if 4 is non-singular and inverse of 4 is given by the formula:
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apx +hyy teoz =dy
The system of following linear equations a;x + byy + ¢4z =d5 can be written as AX = B, where
asx +bgy +tex =dj

a; b e % d)
A=|ag by 3|, x=|0|.B=|d
a3 b3 c3 ds3

A system of linear equations is said to be consistent, if its solution (one or more) exists.
A system of linear equations is said to be inconsistent, if its solution does not exist.
Unique solution of the equation 4X = B is given by X = 47! B, where 141 # 0
For a square matrix 4 in equation AX = B, if

o |Al# 0 then there exists a unique solution

o |Al# Uand (adj4) B # O, then no solution exists

o |41# 0and (adjA) B # O, then the system may or may not be consistent

Example 2:

Solve the following system of linear equations:
x—3y+dz =12

dx+dy —x= =7

by —y+2z =13

Solution:

The given system of equations can be written in the form AX = B, where
1 =3 4 x 12

A=|2 2 =3, X=|¥Y|andB=| -7
& -1 2 2 13

Now, I =1[2x2 = (= 1( = 3)] +3[2%x2 = 6( = 3)] +4[2%( = 1) — 6%2] =110

Therefore, 4 is a non-singular matrix and hence, the given system of linear equations has only one
solution.

Now,



Apy=[Exz2—-(-1D(-3)]=1
Apym— [DxT = =3] = =92
Aj3=[2(=1)—6x2]= —14
Ap=—[(=3x2—-(-D=4]=2
Ans = (122 =G x4] =20

Arg= = =1 b0 =3l =i 1Y
Ragpe LU= b=y awg] =
N e
Agz=[1=2-2(—-3)] =8

L 1 | @ o3
A :ﬁ(aﬁfjfljlzﬁ SBE whd 11
14 -17 8
Now X = A B
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x=1,y=3,andz=>5

Solution of System of Linear Equations (Method of Reduction)
The method of reduction can be used to solve a system of linear equations.

Steps involved:

e Write the given system of linear equations in the matrix equation form AX = B.

e Perform a suitable row transformation on matrix A to reduce it to an upper triangular matrix or a lower
triangular matrix. The same row operations need to be simultaneously performed on matrix B.

e Rewrite the equations in the form of system of linear equations that can be solved by the elimination
method.

Note: Matrix B is a column matrix, so elementary column transformations cannot be used to reduce matrix A to
an upper triangular matrix or a lower triangular matrix.



