Signals and systems

Continuous time Signal: Independent variables are continuous with respect to time represented
as x(t), mathematically as a function of t

Discrete time Signal: Independent variables are defined only at
discrete time of same intervals of n represented as x[n]
mathematically as a function of n

x(t)
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Sampling: Creation of discrete time signal from continuous time signal by defining
successive samples of continuous time signal for a constant interval of time.

Transformation of independent variable:-

1. Time shift’s: For both continuous and discrete time signal if x(t) represents a
signal then x(t-tp) represents: -
a. Delayed version of x(t) if to>0 or to is positive.
b. Advanced version of x(t) if tp<0 or t0 is negative.

x(t x(t)
t-= /%to‘} J t—l> '+t0+ t-==
x(t) x(t—tn) t0:>0 or tuis +ve x(t-ro) t0<:0 or toi.s -ve

2. Time reversal: To obtain the mirror image of a function of both continuous and
discrete time signal. That 1s if x(t) 1s a function then x(-t) is its mirror image.

x(t) x(t)

x!t! x(-t




3. Time scaling: if x(t) is a signal (continuous/discrete) then x(at) is the time scaled
version of x(t) where o is a constant.

x(t) x(t) x(t)
k“—‘l
| )
| t-= | t-=
x(t) x(t/2

4. Periodic signal: A periodic signal has a property that there is a positive value of T
such that x(t) = x(t+nT) forn=20, 1,2 ... and T is a constant known as period.

5. Even or odd signal: From time reversal if the mirror image of the signal is same
as that of the image. That is if x(-t) = x(t) then the signal is even else if the signal
x(-t) = -x(t) then the signal is odd. Note that any signal can be broken to sum of
signal one which is even and other is odd as given below: -

Even {x(t)}=1/2[x(t)+x(-t)]

0dd {x(t)}=1/2[x(t)-x(-t)]

xit xi-te=-xit xith x(-ti=x(t)
Odd signals Even signals

Exponential and sinusoidal signals:-

Continuous time complex exponential signal is of the form
x(t) = Ce™
where C and a are generally complex number.

1. Real and exponential signal that is if ‘C’ and ‘a’ are real then the signal is as
follows:

x(t) x(t)

a=0 a=0

1




2. Periodic complex exponential and sinusoidal signal: That is ‘a’ is imaginary

x(t) = Ce™

X(0) = CEPUOD=C, Moo pyg T
1.e. if wo=0 then x(t)=1 and if wo#0 then T=27/|wy|
Signal closely related is x(t)= a cos(wot+Q)

Euler’s relation: eiW°t=coswot+j sinwot

Acos(wot+9)=A.Re{e™" "} and Asin(wot+¢)=A.Im{/""}

3. Growing and decaying sinusoidal signal:

x(t)=Ce"cos(wot+¢) if r>0 then growing signal and if r<0 then decaying signal
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x(t)=Ce"cos(wpt+o)

Sinusoidal signal multiplied by decaying exponential is referred as damped

exponential. Similarly for the discrete time characteristic where t becomes n.

Unit impulse and unit step function:

x[n] x[n]
654321012345 654321012345
_ 0, nx0 + _ §0,n=0

A=Y p=n 2a=Y pzo
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Sinusoidal signal

Sinc function

X(t)=sin(2nf,t+8)

) sin(mw,t)
sin(wyt) = S
Twyt

Name Continuous Discrete
. . =0 In=20
Unit Step function u(t) {D t <0 u[n] _{{],n <0
. ,t=0 B mn =0
Ramp signal r(t) 0,t <0 r[n]—nu{n}—{ﬂ,n <0
1,n=0
Impulse function 5(0)=0,t+0 8ln] = {O,Gtherwise
Rectangular pulse (E) B {1, lt] =1/2 B {1 Jn| <=
function rectz) o, 1t > /2 rectlzz] = g, n| :>N
f _ n |'ﬂ|
Triangular pulse tri (—) = {1 It <zl tri[-] = { Il = N
T 0 ,t~ |1 N 0 ,elsewhere
,t=> 0
S sgn(t) ={_7 _; 1Ln>0
Signum signal Lt<0 Sgnln] = “1n < 0

X[n]l=sin(2nfyn+0)

) sin(mwgyn)
sin[wyn] = ————
MTwyN

Important Properties of Signals:

Signals in term

r(t) = tu (t)
u(t) =— r(tj
a d
&(t) = Eu[t]

f | §(t)dt =1
5(at) = %5(@
Sat +b) = iﬁ{'t +2)

of unit step g Impulse
and vice versa ult) = J S()dr properties
© —o =) f P(t)8(t — A)dt = B(4)
sgn = u(t) —u(-t)
sgn =2u(t) -1 Ej[:t)c?(t —4)=0()d(t—4)
t t r.
n(s)=u(e+s)-ue-3
Xo(t) = xo(—t
Sum of signals is periodic if Lom. rational number W F(E )jz —::((—t)'}
Time period L n Odd o AR
oflinear The fundamental period of gt} is given by nT1=mT2 | ..4 aven x(t) = x.(t) +x,(t)
S i 1
combination of | Provided that the values of m f:md n are chosen such & x,(t) == [x(t) + x(~t)]
two signals that the greatest common divisor (ged) betweenm  § symmetry %
andnis1 x%,(t) = _[ x(t) —x(~t)]
x(t)= Kx(t) +C iﬁ' — {undefmed.t =0
Scale by K then shift by C.... Derivative dt =1t = 0, otherwise
x(t)= x(at -B) oF §'(at) = ﬁ@f(t'}
Combined shift by B : [ x(t -B)] Then Compress by a:[x(t-B) = x | impulse 3
operation (at-B]] (doublet) J x(t)8'(t — A)dt = —x'(2)
OR C by a: [ x(t t)] th TR : ?
Cljl;ﬂpress Yo [x{ ]T; N{C( }] en x{tjdr(f_l i xto)alfh _ II({])S(E_)
Shift by = [ xl(et) =x{a [t—;]} =x (et -BJH
Energy and Periodic signals have infinite energy hence power
power type signals.




Systems: -

x(t) Continuous time yit) x[n] Discrete time yin]
system - system

System is an interconnection of components, devices or sub-systems. Various

method of interconnection of systems areas follows: -

— ] system] 5 system2 .
ip O/p

series connection

S system]
i'p O/p
NS
system?2
parallel connection
o system] system2
ip 0

system 3

series-parallel connection

—{+ system] >
ip op
W
system?2 —

Feedback connection




System properties:-

1.

System with and without memory: If there is a time delay then the system is
said to be having a memory and if there is no time delay then the system is
memory-less. E.g.

e y[n]=(2x[n] —x2[n])2 //memory-less

e y[n]=x[n-1] /Iwith memory

e y(t)=1/Clx(t)dr (c = capacitance)  //with memory

Invertibility and inverse system: If distinct input leads to distinct output then
the system 1s said to be invertible. If output of a system given to a second
system and if we obtain the iput of first system as the output of second
system then the second system is said to be the inverse of the first one.

x(t) y(t) Inverse system x(t)
e svstem] - rcte S
r onp i of system 1 0hp

Causal system: A system i1s said to be causal if output of that system
dependents only on the present and the past value of the input and not on the
future value of the input. E.g.

o y(t) =x(t- 4), y(t) =x(t) //causal

o y(t) =x(ttto), y(t) = x(-t) //mon-causal

Stability: If the Region of convergence (ROC) of the Laplace transform X(s)
include the entire jo axis. ROC is the region where the Laplace transform is
valid. It depends on position.

Time invariance: if the behavior of the signal and characteristics is fixed over
a given time 1.e. the system response don’t change with time then the system is
known as time invariant. E.g.

o y(t) =cow ot, y(t) = x(-t) //time-invariant

o y(t) =tcow ot //time-dependent

Linearity: To satisfy the condition of linearity it should follow the following
condition: -
e Superposition theorem: it states that if y(t) = x(t) such that
If y1(t) = x1(t) and y»(t) = x»(t) then 1f y3(t) = x;(t) + xa(t)
Then y3(t) = y1(t) +y2(1)
And if y3(t) = a.x;(t) + b.x»(t)
Then y3(t) = a.y;(t) + b.yx(t)
o Ify(t)=x(t)=0att=0.
e y(t) =x(t) as the degree one.



Linear time-invariant system and convolution integral:

LTI Systems: They are the systems that are linear and time invariant in nature.
Convolution: if h[n] is the impulse response of the system then if x[n] is the input
and y[n] is the output then,

y[n] = x[n] * h[n] /I convolution

+o0
yin] =k=:f_.;n1:[k] hn-k] //convolution sum or superposition sum
Properties of LTI system:

1. Commutative: x1[n] * x2[n] =x2[n] * x1[n]
Distributive: x[n] * (h1[n] + h2[n]) = x[n] * h1[n] + x[n] * h2[n]
Associative: x[n] * (h1[n] * h2[n]) = (x[n] * h1[n]) * h2[n]
LTI system with and without memory
Invertibility and inverse system
Causality of LTI system
Stability of LTI system

e B A A o

Unit step response of LTI system: By convolution d[n] = u[n] * h[n] there
for h[n] in discrete time LTI system is h[n] = 6[n]. 6[n-1]
Causal LTI system described by:

1. Linear constant coefficient differential equation: dy(t)/dt + 2y(t) = x(t)

2. Linear constant coefficient difference equation

]

A ¥mK] = b, xnk]
k=g

=

I ™
v[n]= 1.-ﬂnlkE=ﬂ a , y[nk] - Eﬂ b :u:[“_];]}



Discrete-time LTI signals and systems:

Area under impulse Z 5(n) =1
Multiplication by impulse f(n)8(n) = £(0)8(n)
Shifted impulse f(n)8(n —no) = f(no) (n — ny)
Convolution f(n) % g(n) = Z f(k)g(n—k)
k

Convolution with an impulse

f(n) *6(n) = f(n)
f(n) *d(n —no) = f(n—no)

Convolution with a shifted impulse

Transfer function H(z) = Z h(n)z™"

n
Frequency response Hf(w) = Z h(n) e~ Jwn
Frequency response their connection gf (w) = H( ej“’)

provided unit circle C ROC

Continuous-time LTI signals and systems:

Area under impulse / s(t)ydt=1

Multiplication by impulse f(t)é(t) = f(0)a(t)

Shifted impulse F(#)8(t —to) = f(to) 6(t — to)

Convolution f(t)=g(t) = / f(r)g(t—7)dr
Convolution with an impulse F(t) % 8(t) = f(t)

Convolution with a shifted impulse F(t) % 8(t —to) = F(t —to)

Transfer function H(s) = /h(t) =St dt
Frequency response H (w) = / h(t) e 7“¢ dt
Frequency response their connection uf (w) = H(jw)

provided jw-axis C ROC



Fourier series representation of periodic signal

Fourier series representation of continuous time periodic signals can be given as a
linear combination of harmonically related complex exponentials:-

A signal is periodic if x(t) = x(t + nT) for all t where T is a constant known as
periodandn =0, 1, 2, ... and T = /2.
E.g. x(t) = cosmot, x(t) = &

Complex exponential
Dy(t) = ek = kT k=0, +1,+2...

ie. x(t) =2 a. " =X a;. "

ifk =0, x (t) is constant

k = +1 fundamental frequency wo is the fundamental components known as first
harmonic component.

k = +£2 second harmonic component.

k + n is n™ harmonic component.

This representation is known as Fourier series representation of periodic signal.

To determine a, multiply both with e
. © ) ) © 4 4
Le. x(t) et =5 g, el gTkolt = 5 5 kWD giikolt
0 <

Integrating from O to T

T T o0 0 T

ie. fx(t) gikolt _ [ 5 o olko0t ikl _ 5 fak[ oik(k-meOt dt]
0 0 -00 ~0 0

Euler’s formula:

T T

[ar [ M%) = [ [cos(k-n)wot + j sin(k-n)mot]dt

0 0

For k # n cos(k-n) and sin(k-n) are periodic and for k=n cos(k-n)=1 and ans is T.
There for

T
i.e. [x(t) e?* ™% =T k=n
0 0, k#n

T T
Then for a, = UT [x(t) ¢ dt and for a;= /T [x(t) dt
0 0



Dirichl fition:-

» The signal must be absolutely integrable over any period, i.e f,ro( |x(t)|dt <
= In any finite interval of time, there are not more than a finite maxima and
minima in a single period.

= In any finite interval of time, there are only a finite number of discontinuities.

Properties of continuous time Fourier series: -

1.

Linearity: Let x(t) and y(t) has the same period T and let their fourier series
coefficient be ay and by respectively then since x(t) and y(t) are of same period T it
is followed that the combination of both the signal will be also periodic with
period T. 1.e.

x(t) <> a (with period T), y(t) <> by (with period T) then

z(t) = Ax(t) + By(t) <> Cx= Aay + Bby with period T

Time shifting:
xX(t) <> ay then x(t-t0) <> & g,

1.e. magnitude of the Fourier series coefficient remains unaltered.

Time reversal:

x(t) <> ayx (with period T), then x(-t) <> ay (with period T) if x(t) is even then
Fourier series coefficient is also even and if x(t) 1s odd then the Fourier series
coefficient is also odd.

. Time scaling: It changes the period. If x(t) has a period T then x(at) will have a

period P = T/a and the Fourier series coefficient will not change.
Multiplication: x(t) <> ay (with period T), y(t) <> by (with period T) then
x(1).y(t) <> hy = X ap..by 1 with period T

k=-

Conjugate and conjugate symmetry: x(t) <> ay (with period T), then x*(t)«>a*
(with period T) where “*’ represents complex conjugate.

Frequency shifting: i.e. multiplication with 7% = x(t). ¥ the Fourier series
coefficient will be ay_,

Periodic convolution: x(t) < ay , y(t) < by (with same period T) then [x(t).y(t-
1)dt will have the coefficient as T. ay by

Differentiation: dx(t)/dt has the Fourier coefficient jkwy.ay



10. Integration: [x(t)dt (finite value) (its periodic only if ag = 0) has the Fourier series
coefficient ay /jkwy.

11. Conjugate symmetry for real signals: i.e. if x(t) is real then ay, = *a,

. . To= -4
re{ ax }=re{ ay },im{ ax }=-im{ ay }, | ax |=| ax | and " “x

12. Real and even: If x(t) is real and even then their coefficient is also real and even.

13. Real and odd: If x(t) is real and odd then the coefficient is purely imaginary and
odd.

14. Decomposition of real signal: x.(t) = Ev{x(t)} [x(t) is real] then coefficient
Re{ ax }and x,(t) = Od{x(t)} [x(t) is real] then coefficient is Im{ aj }

Fourier series representation of discrete time periodic signals

Linear combination of harmonically related complex exponentials:-
A signal is periodic if x[n] = x(n + mN) for all n where N is a constant known as

period and m=0, 1, 2, ... and N = ¢/27. E.g. x[n] = cosaot, x[n] = ¢*"
Complex exponential

Dy[n] = k00N = KRN k=0,+1,42...

®y[n] = On[n]

1.e. ®g[n] = Dy[n], D;[n] = Pn+1[n]

x[0] =2 a., x[1] = T a. <N
k=<N> k=<N>

1.€. X[n] =2 ag. e]kan =Y ak.e]k(ZTr/N)n
k=<N> k=<N>

ifk=0,1,....N-1orK=3,4, ..., N*2 etc...

K=N is N harmonic component or N successive integers.

This representation is known as Fourier series representation of periodic signal of
discrete type.

To determine a, multiply both with ¢
ro0n _ g g ko0 giiro0n _ 5 o Gik(kn@r/N)n

k<n> k=<n>

i.e.x[n] e

There for inner most sum if k =ris N and if K #ris 0.

a,=1/N X x[n] e where wo=2m/N
k=<N>

ax=1/N T x[n] e™ ™ where wo=2n/N
k=<N>



Properties of discrete time Fourier series: -
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11.

12.

Linearity: Let x[n] and y[n] has the same period N and let their Fourier series
coefficient be ay and by respectively then since x[n] and y[n] are of same period N
it is followed that the combination of both the signal will be also periodic with
period N. 1.e.

x[n] <> ax (with period N), y[n] <> by (with period N) then

z[n] = Ax[n] + By[n] <> C= Aa, + Bb, with period N

Time shifting:
X[n] <> ay then x[n-n0] <> gikoono o
i.e. magnitude of the Fourier series coefficient remains unaltered.

Time reversal:

x[n] <> a, (with period N), then x[-n] <> a, (with period N) if x[n] i1s even then
Fourier series coefficient is also even and if x[n] is odd then the Fourier series
coefficient is also odd.

Time scaling: It changes the period. If x[n] has a period N then x[on] will have a
period P = N/a and the Fourier series coefficient will not change.

Multiplication: x[n] <> ay (with period N), y[n] <> by (with period N) then
x[n].y[n] <> hy = X a;.b, with period N
k=<N=
Conjugate and conjugate symmetry: x[n] < a; (with period N), then
x*[n] <> a*y (with period N) where ‘*’ represents complex conjugate.

-yme0n -imao0n

Frequency shifting: i.e. multiplication with e the Fourier

series coefficient will be ay_,

=> X[n]. e

Periodic convolution: x[n] < ay , y[n] < by (with same period N) then
2x(r).y[n-r)dt will have the coefficient as N. ay by

k=<n=

. First difference: x[n]-x[n-1] has the Fourier coefficient (1-e%“%).a,

. Running sum: Finite value and periodic only if a;=0.

N

% x[k] has the Fourier series coefficient as (1/(1-e7°%)).ay
K=x

Conjugate symmetry for real signals: ie. if x[n] 1s real then a, = *a,

re{ ax }=re{ ay },im{ a }=-im{ ay }, | a [< ax | and Tas=-te,

Real and even: If x[n] 1s real and even then their coefficient is also real and even.



13. Real and odd: If x[n] is real and odd then the coefficient is purely imaginary and
odd.

14. Decomposition of real signal: x.[n] = Ev{x[n]} [x[n] is real] then coefficient
Re{ ax }and x,[n] = Od{x[n]} [x[n] is real] then coefficient is Im{ ai }

Paseval’s relation:

1. Continuous time periodic signal:

0

UT [ |x(t}[* dt = 2 | a, |* where ay is Fourier series coefficient and T is the time
T

k=-00

period of the signal.
I.e. average power or energy per unit time in one period.
Total paseval’s relation = sum of the average power in all harmonic components.

2. Discrete time periodic signal:

I/N 2 [x[n]f* =X | ax |* where ay is Fourier series coefficient and N is the time
n=<N> k=<N>

period of the signal.
L.e. | ax | = average power or energy per unit time in one period.
Total paseval’s relation = sum of the average power in all harmonic components.

Fourier transforms representation of periodic signal

Representation of a-periodic signal:

x(t)y= 1[t|<T
0, Ty <t|]<T/2 period T

Formula for Fourier transform

if x(t) 1s a signal:

0

X(jo) = [ x(t). e dt

Formula for inverse Fourier transform

if X(jo) 1s the transformed signal:

x(t) = 121 [ X(jo). ™" do



Properties of continuous time Fourier transforms: -

1.

10.

11.

12.

13.

14.

15.

16.

Linearity: Let x(t) and y(t) has the same period T and let their transform be
x(t) < X(jo) and y(t) <> Y(jo) then
z(t) = Ax(t) + By(t) < A X(jo) +BY(jo) with period T
Time shifting: x(t) < X(jo) then x(t-t0) < ¢°*° X(jo)
Time scaling : x(t) < X(jo) then x(at) < 1/|a| X(jo/a)
Multiplication: x(t) <> a, (with period T), y(t) <> by (with period T) then
x(t).y(t) < hy= X ap.byy with period T
k=-0

Conjugate and conjugate symmetry: x(t) < X(jo) (with period T), then
x*(t) <> X*(-jo) (with period T) where ‘*’ represents complex conjugate.
X(qjo) = X*(jw) if x(t) 1s real.

Frequency shifting: ie. multiplication with ™™ = x(t). e’" the Fourier
transforms will be X(j(®- o))

Convolution: If y(t) = x(t) * h(t) (where * represents convolution) then Y(jo)=
X(jo) xH(Go).

Differentiation: dx(t)/dt < jo X(jo)
Integration: [x(t)dt & 1/jo X(jo) + 1X(0)5(»)
Multiplication by t: tx(t) < jd/do X(jo)

Multiplication: x(t). y(t) <> 121 [X(jo) * Y(jo)] where * referred as amplitude
modulation or convolution.

Conjugate symmetry for real signals: i.e. if x(t) is real then X(jo) = X*(jo),
re{X(jo)j=re{ X(jo) },m{ X(o) }= -im{ X(jo)}, | X(o) |5 X(jo) | and
FZ(jw) = - LH( -jw]

Real and even: If x(t) is real and even then X(jo) is also real and even.

Real and odd: If x(t) is real and odd then X(jo) is purely imaginary and odd.
Decomposition of real signal: x.(t) = Ev{x(t)} [x(t) 1s real] then

F=Re{ X(jo) }and x,(t) = Od{x(t)} [x(t) 1s real] then F= Im{ X(jo) }

Time reversal: x(-t) <> X(-jo)



Fourier transforms representation of discrete time periodic signals

Representation of Fourier Transform: -

. 0 .
X[e] =X x[n] e?"
N=-0
Representation of inverse Fourier transform: -

x[n] = 1/2n2J X(®). ¢ do

Properties of continuous time Fourier transforms: -

1. Linearity: Let x[n] and y[n] has the same period N and let their transform be
x[n] « X[e¢'”] and y[n] <> Y[e"] then
z[n] = Ax[n] + By[n] < A Y[¢] + B Y[e!”] with period N

2. Time shifting:x[n] < X[¢®] then x[t-t0] < &¢°™ X[¢/*]
3. Time scaling : x[n] < X[e/“] then x[at] <> 1/ja| X[ /a]

4. Multiplication: x[n] < X[¢"] (with period N), y[n] < Y[¢"] (with period N)
then
x[n].y[n] © 12n | X[e°].Y[*"]
2n

5. Conjugate and conjugate symmetry: x[n] < X[e] (with period N), then
x*[n] <> X*[e?] (with period T) where ‘*’ represents complex conjugate.

-joOn -joOn

6. Frequency shifting: i.e. multiplication with e => x[n]. e the Fourier

transforms will be X[e/ ]
7. Convolution: If y[n] = x[n] * h[t] (wWhere * represents convolution) then
Y[e']= X[ xH[e"].
8. Difference in time: x[n]-x[n-1] < (1- &)X (")

9. Difference in frequency: nx[n] < jdX[¢“]/dw

N ©
10. Accumulation: X x[k] < 1/(1- ¢3*)X[¢"] + nX[¢"] £ §[w-27k]
k=-o0 k=-0

11. Conjugate symmetry for real signals:
if X[n] is real then
Y[e"] = X*[ ], re{Y[¢]}=re{ X[e™”] },im{ Y[€"] }=-im{ X[e™"]},
| Y[e"] [= X[e™] | and # X[e™]=-% X[e"]
12. Real and even: If x[n] is real and even then X[ei“’] is also real and even.
13. Real and odd: If x[n] is real and odd then X[e'”] is purely imaginary and odd.

14. Decomposition of real signal: x.[t] = Ev{x[n]} (x[n] is real) then
Fe=Re{ X[¢®] }and x,[t] = Od{x[n]} (x[n] is real) then F= Im{ Y[¢®] }

15. Time reversal: x[-t] & X[e?*]

Parseval’s relation:

If x[n] and X[¢/®] are Fourier transform pair then ,

T|x[n][2=1/21 [1X[e]12 do



Duality:
For discrete time signal the Fourier transform and its inverse are more or just same:
x[n] = 172z | X[*°] & dw
2n
X[e"] = £ x[n] &

Similarly for continuous time:

X(jo) = i x(t). e dt

x(t) = 121 [ X(jo). ™" do

Sampling theorem:

It states that the sampling frequency should be more than or equal to twice the
max frequency component of the message signal (base band signal)

f, > 2 £,
Svstem characterized by linear constant coefficient differential equation:

H[e"] = Y[} X[¢]

where, y(t) is the input (X[¢"°] its Fourier transform)
y(t) is the output (Y[€'”] its Fourier transform) and
h(t) is the impulse response of the system (H[e'“] its Fourier transform).

Fourier transform pairs:

x(t) X' (w)
z(t) /x(t) e 79t dt  (def.)
1 Jwt
g/Xf(w)e dw X7 (w)
o(t) 1
1 27 d(w)
u(t) 7 6(w) jiw
et 276 (w — wo)
cos(wo t) To(w~+ wo) + 7 (w — wo)

sin(wo t)
Wo sinc (&t)
T g

symmetric pulse

width T, height 1

impulse train

period T, height 1

Jmo(w+wo) —jmd(w — wo)

ideal LPF

cut-off frequency w,
2 . T
—sin | ~w
w 2

impulse train

2
period, height w, = %




Laplace transform

Laplace transforms definition:

Laplace transforms:

L{x(t)} = [ x(t). e™ dt = X(s) where s is complex variable and s =6 + jo

Inverse Laplace transforms:

t
L{X(s)} = 12n ] X(s). " ds = x(t)
0
Laplace transforms exist only if [ x(t). e*™ dt exist. Le. || x(t). ™ dt| < o0

Initial and final value theorem:

If x(t) = 0 for t < 0 and x(t) contains no impulse or higher order singularities at
t =0 and let X(s) be the Laplace transform of x(t) then,
x(0") = Limg.o SX(s) {Initial value theorem }

Lim¢-.x(t) = Limg>o SX(s)  {Final value theorem }

ROC of Laplace transform:

ROC (region of convergence) of Laplace transform is the region in the x-y plane
where Laplace transform is ROC.

For e.g. X(s) = 1/s+ais Valid if s > -a in the x- y plane. If there are more than one root
the overlapping area is the ROC.

For e.g. X(s) = 1/((st+a)(s+b)) where |a| > |b| say then,

A




Poles and zeros:
Poles are the roots of the denominator of the fraction in the Laplace transform

and zeroes are the roots of numerator of the fraction. For example as follows: -

X(s) = s+ a)(s+ ay) e vev e (s + ap)
T 5+ b))+ by) e (5 + by
where aj, a,, ..., an are known as zeroes and by, b, ...., bn are known as poles.

They are represented in a pole zero diagram as
al=gel

al

bl pole

Properties of Laplace transform:

If x(t), x;(t), and x,(t) are three signals and X(s), X;(s), Xz(s) are their Laplace
transform respectively and a, b are some constant then,

Linearity: ax;(t) + bxa(t) = aX;(s) + bXy(s)
Time shifting: x(t-t)) = ¢*°.X(s)

Shifting in s domain: ¢"°x(t) = X(s-s)

Time scaling: x(at) = 1/|a| X(s/a)
Conjugation: x*(t) = X*(s*)

Convolution: x;(t)*x,(t) = X;(s).X2(s)
Differential in time domain: dx(t)/dt = sX(s)

Differential in frequency domain: -tx(t) = d/ds X(s)

A AT S A

Integration in time domain: Integration in time domain is division in frequency

domain.

ie. ix(r)d(r) =1/s . X(s)

Applications of Laplace transform:

e For a system with a rational system function causality of the system is equivalent
to the ROC being to the right half plane to the right of the right most pole.

e An LTI system is stable if and only if the ROC of its system function H(s) include
the entire jo axis. (i.e. Re(s) = 0)



Laplace transform pairs:

X(s) ROC

sin(wot) u(t)

e " cos(wot) u(t)

/m(t) e *tdt (def.)

1 all s
1
= Re(s) >0
s
1 .
Re(s) > —a ; a is real.
s+a
s
m Re(s) >0
Wo
R Re(s) > 0
sta Re(s) > —a

(s + a7 + 03

Wo

e " sin(wot) u(t) Grofte? Re(s) > —a
Complex arithmetic operations:
Operation Formula

Conversion

Rectangular to Polar

z=x+jy =re’?

Conversion

Polar to Rectangular

where r =cos(@)and y =rsin(8)

Add: z; =21+ 2,

(X1 +x3 ) +j(y1+y2)

Subtract: z3 =2, -z,

(X1 =x3) +j(y1 —y2)

Multiply: 2z = 22,

(XX = YaVa )+ J (X2 + Vi %)

(polar form) hrpeilt+e)
Divide: 2z =2/ (X% =¥y )= (6% = %)
L 23 =412 =
X3 t12
(polar form) h pite-6)

h

where r =+/x? +y%and 6 =arctan(y /x)

z=re’ =r[cos(@) + jsin(@)] = x+jy




Z-transform and discrete Fourier transform

Z-transform definition:

If x(t) is the signal then its z transform X(z) is defined as follows: -
X(z)= X x[n].z"

Note: Every transform is of the form Jx(t).k(s,t)dt.
For example of discrete Fourier transforms

X(re") = j% x[n].(r.ed®)™ = E: x[n].e?" 1™

Ifr = 1 then, X(re’) = X x[n].e7"

ROC of Z transform:

ROC (region of convergence) of Z transform is the region in the x-y plane where Z
transform is valid. It dose not have any pole. It is a ring in z- plane centered about
origin. If x[n] is of finite duration then ROC in the entire Z plane except possibly z =
0 and/or z = oo,

For e.g. X(z) = 1/z+a is Valid if z > -a and we draw a circle with center origin and
radius |a| in the z plane and if the transform is valid for values greater than a then the
ROC is exterior of the circle and if less than a then interior of the circle.. If there are
more than one root the overlapping area is the ROC.

For e.g. X(z) = 1/((z+a)(z+b)) where |a] < |b| say then,

Initial value theorem:

If x[n] = 0 for n <0 then x[0] = Lim,~,, X(z)



Properties of Z transform :

If x[n], x;[n], and x,[n] are three signals and X(z), X;(z), X»(z) are their Z
transform respectively and a, b are some constant then,

1. Linearity: ax;[n] + bx,[n] = aX;(z) + bX»(z)

2. Time shifting: x[n-n0] = z™.X(z)

3. Shifting in z domain: €“°"x[n] = X(e7°%), Z," x[n] = X(z/zo), a"x[n] = X(a'z)
4. Time reversal: x[-n] =x[z]

5. Conjugation: x*[n] = X*(z*)

6. Convolution: x;[n]*x,[n] = X;(z).X»(z)

7. First difference: x[n] —x[n-1] = (1-z")X(z)

8. Differential in z domain: nx[n] = -z.dX(z)/dz

9. Accumulation:

>x[n] = 1/|]1-z-1| . X(2)

Application of Z-transform:

1.A discrete time LTI system is causal if and only if the ROC of its system is the
exterior of the circle including 0.

2.A discrete time LTI system is stable if the function H(z) include the circle |z| = 1.

Z-transform transform pairs

z(n) X(z) ROC
z(n) > x(n)z"  (def)

4(n) 1 all z
u(n) = i 1 |z] > 1
a™ u(n) - Z - 2] > |a|

—a" u(—n—1) e |z| < |a]
2
z° — cos(wo) z
cos(won) u(n) o cos(f) ;)z g |z] > 1
o
. sin(wo) 2
Bwan)i(n) 22 — 2 cos(wo) z+ 1 131
2
= z° —acos(wo) z
a”eos(uion)u(n) 22 — 2acos(wo) z + a? 12 la]
n asin(w,) z
a” sin(won) u(n) |z| > |a]

z2 — 2a cos(wo) z + a2
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