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i Preface &
The revised syllabus in statistics for the first year P.U course

is the outcome of an elaborate and truly democratic approach of
teachers from various districts of the state.

Sincere efforts were made to prepare this book in a very lucid
and unambiguous manner. A large number of solved problems
and self practice problems are provided in each unit so that the
students understand the basic concepts of the subject easily. The
text also includes some standard problems which are likely to
benefit students taking competitive examinations. Our endeavour
is to provide a good text book of quality. We hope that this book
would serve the purpose of making the study of statistics interesting
as well as stimulating. The end of this book provides model question
papers for the benefit of the students.

The committee expresses its gratitude to Dr. Ramegowda, |,
Director, Dept of P.U education Karnataka for giving us an
opportunity to prepare the text.

The committee is also grateful to Sri. V. K. Nagaraj, Joint director
for her valuable suggestions.

The committee is thankful in general to all the members of
the syllabus committee of P.U. Board for their valuable support .

The committee also thanks the principals and management of
their respective colleges for their co-operation and encouragement
given to them in this venture.

The committee is also indebted to Prof. Jayaram Bhat.K, Retired
selection grade lecturer in statistics, St Joseph P.U college, Bajpe,
Mangalore and Prof.B.C.Patil, Principal H.S.P.U college, Ranebennur,
Haveri district for providing their expert views on the text.

In the preparation of this text, we were benefitted a lot from
many books and publications. The committee expresses its sincere
thanks to the authors and publishers of those books.

We hope that teachers and students will find this book useful.
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IPUC Statistics|(31)Objectives

The syllabus framed for I PUC is very much useful to the students
who join Engineering, B.A (Economics), B.Com, BBM, BCA, CA,
ICWA, B.Sc(Mathematics), and post graduation courses in Econom-
ics, Sociology, MBA etc.

The syllabus is very much useful ti the students who are studying
pharmacy, medicines, Bio-technology, nursing courses etc.

The syllabus is very much useful for competitive exams like bank-
ing, PGCET and other competitive examinations.

Also reading of this book enhances and enriches the general
knowledge.

To create an aptitude for Statistics.

The syllabus enables to selection the most appropriate method
among available alternative methods to solve a problem.

It healps in improving skills of drawing graphs, diagrams and pre-
paring tables.

Finally this syllabus helps to make the subject student friendly and
socially relevant.

[ Course Guidelines]

To teach P.U Statistics, the teaching faculty must have master’s
degree in Statistics. i.e. M.Sc (Statistics)/M.A (Statistics) / M-Stat.

Every section will have 4 hours of theory classes per week and prac-
tical class of 2 hours per week per batch.

Each batch of practicals must have at least 20 and at the most 40
students.

For practical classes and for examinations “Scientific calculators”
are allowed to use.

Statistical tables will be supplied by the department.
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I PUC Statistics Syllabus (120 Hours)

Pre — requisites
A Student must have the knowledge of the following

mathematical concepts. (8Hours)
a) Laws of indices.
b) Common logarithms and its applications.
c) Solving simultaneous equations.
d) Set theory.
e) Permutations and combinations.
I. Introduction to Statistics and some basic concepts. | (7 Hours)
II. Organization of data. (7 Hours)
ITI.  Classification and Tabulation of data. (10 Hours)
IV. Diagrammatic and Graphical representation of data| (10 Hours)
V. Analysis of univariate data. (25 Hours)
a) Measures of central tendency.
b) Measures of position.
c¢) Measures of dispersion.
d) Moments, Skewness and Kurtosis.
VI. Analysis of bivariate data. (15 Hours)
Correlation and Regression.
VII.  Association of attributes. (5 Hours)
Yule’s coefficient of association
VIII. Interpolation and Extrapolation (5 Hours)
(Only binomial method with one missing value)
IX. Theory of Probability. (14 Hours)
X. Random Variable and Mathematical expectation of | (14 Hours)

a discrete random variable
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List of Practicals (40 Hours)
1.| Formation of Univariate and Bivariate frequency distributions (4 Hours)
2.| Preparation of blank tables and tables with information. (4 Hours)
3.| Diagrammatic representation of data. (4 Hours)
4.| Graphical representation of frequency distribution. (4 Hours)
5.| Measures of central tendency and positions. (4 Hours)
6.| Measures of dispersion, (4 Hours)
7.| Measures of Skewness. (2 Hours)
8.| Correlation. (4 Hours)
9.| Regression. (2 Hours)
10.| Association of attributes, Interpolation and Extrapolation. (2 Hours)
11.| Probability applications (2 Hours)
12.| Mathematical Expectation. (2 Hours)
13.| Covariance and Correlation of Random Variables. (2 Hours)
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Blow up syllabus

Introduction to Statistics and some basic concepts:

Meaning — Origin — Scope of Statistics. Definitions —in singular and
plural sense. Characteristics, Branches, Functions and limitations
of Statistics. Statistical applications in other subjects. Distrust of
Statistics — causes and remedies. Some basic concepts — units,
population, sample, qualitative characteristic, quantitative
characteristic, attribute, variables (discrete and continuous),
nominal scale and ordinal scale.

5031%233*@55 sozab @3 dwe sodiacs : 608335:%@6 e, YD, aa(gajéﬁﬁj- OHT Tesad,
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Organization of data:

Statistical enquiry and its stages. Primary and Secondary data.
Methods of collection of primary data, with merits and demerits.
Essentials of a good questionnaire. Questionnaire and schedule with
respect to their relative merits and demerits. Sources of secondary
data. Census Enumeration and Sample Survey with respect to their
relative merits and demerits. Pilot survey. Sampling — Methods of
sampling - simple random sampling, stratified sampling and
systematic sampling. Errors of sampling.

wegod(war)d i : Seon® Bodeor Bk auc Bosdeh. mpEaE e gBeod degod-
RET SEoBE FogEm ATt (hredeertiBrond). ewad pTeEecd esgEdts,
EmyEe B8) Sndeen Bgnd thadeendeh. §3eadh Begodd sheerish. Ce Be) AEZE
Bo0ed OPYoE Crdreatsh. ARCEBBE Faed, Fechach - IoE B8R, FoBT DI
HEaE Besabaseh. geBabucEys BeeRseD.

III. Classification and Tabulation:

Classification- Introduction, Meaning and objectives of classification,
Types - (i) Chronological (Temporal) (ii) Geographical (Spatial)
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(iii) Qualitative (Simple and manifold) (iv) Quantitative. Explanation
with examples.

Formation of discrete and continuous frequency distributions:
Explanation of range, class, class limits, class intervals: inclusive,
exclusive, open-end classes, correction factor, conversion of inclusive
classes to exclusive classes, class mid-point, width of the class,
formation of less than and more than cumulative frequency
distributions, frequency density, relative frequency. Rules of
classification. Formation of uni-variate and bi-variate frequency
distributions.

Tabulation: Meaning, difference between classification and
tabulation. Parts of a table-Format of a table and brief explanation
of parts of table, Rules of tabulation, Types of tables-(i) simple and
complex (many-fold) tables (ii) General and special purpose tables;
preparation of blank tables, tables with numerical information.

Soreson ehd) Tetdeabal(@Eregsscn): Sorestn sosab, ene ﬁx@m@eeﬂ&,@mddﬁa
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Bodeesr (80-com) HSSTE (1) Toehoaly ) ade; eVLesE TICHTEL, Wors O
AV moa;sé SR&ed 28tieon SoensE Tt

IV. Diagrammatic and Graphical representation of data:
Diagrams- Meaning, needs of diagrams, General rules of construction
of diagrams - simple, multiple, component, percentage bars -
problems and constructions.
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Component (sub divided) Pie diagram.

Graphs- Explanation, types — Histogram (Equal and Unequal width
of class intervals), examples for obtaining mode from Histogram.
Frequency Polygon and frequency curve — meaning, method of
construction with and without histogram. Ogives- Meaning, method
of construction of both less than and more than Ogives. Examples.
Obtaining the values of Median and Quartiles from less than Ogive.
Comparison of tables and diagrams, difference between diagrams
and graphs.
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Analysis of univariate data:

Measures of central tendency (Averages)- Meaning, objectives,
definition of an average, definition of central tendency, essentials of
a good average. Types of averages,

i) Arithmetic mean- Definition, problems for both ungrouped and
grouped data, one missing frequency problems, properties of
mean with numerical applications, corrected mean in case of
one wrong observation, merits and demerits.

ii) Median- Definition, problems for ungrouped and grouped data,
one missing frequency problems, graphical solution of median,
merits and demerits.

iiij Mode- Definition, problems for ungrouped and grouped data
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d)

X1
(excluding grouping method). Graphical solution of mode, merits
and demerits, Empirical relationship among mean, median and
mode.

Geometric mean- Definition, problems for ungrouped and
grouped data, problems on growth rates and interest rates,
merits and demerits.

Harmonic mean- Definition, problems for ungrouped and
grouped data, problems on average speed, average number of
days required for the completion of a given work, merits and
demerits. Relationship between AM, GM and HM.

Measures of position- Meaning, definitions of quartiles, deciles and
percentiles. Problems on ungrouped and grouped data.

Measures of dispersion- Meaning, objectives, definition, essentials
of a good measure of dispersion. Absolute and relative measures of
dispersion.

Types — absolute and relative measures.

i)

Range- Definition, absolute and relative measures formulae,
problems on ungrouped data.

Quartile deviation- Definition, absolute and relative measures
formulae, problems on ungrouped and grouped data.

Mean deviation- Definition, absolute and relative measures
formulae, problems on ungrouped and grouped data based on
mean, median and mode.

Standard deviation- Definition, problems on ungrouped and
grouped data, properties of standard deviation with numerical
applications and variance. Coefficient of variation for ungrouped
and grouped data.

Moments, Skewness and kurtosis-

i)

Moments- Meaning, definition of central moments, description

of first four central moments. Formulae for f, v, B, and v,
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Skewness- Definition, types with diagram, measures of

skewness — Karl Pearson’s and Bowley’s coefficient of skewness
for grouped data. Skewness based on moments (for given values

of u, and u, finding B,).

Kurtosis- Definition, explanation of kurtosis with neat diagram,
measure of kurtosis based on moments (given the values of u,
and u, finding £,).
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VI. Analysis of Bivariate data:

a)

Correlation- Definition, Types — Simple, multiple, partial.
Causation — Spurious, positive, negative, perfect and no
correlation explanation with examples. Significance of study of
correlation analysis.

Measurement of correlation- scatter diagram explanation with
charts, merits and demerits. Problems regarding construction
of scatter diagram.

Karl Pearson’s coefficient of correlation — definition, formulae
for ungrouped and grouped data. Properties of coefficient of
correlation, interpretation. Problems — ungrouped and grouped
data.

Spearman’s coefficient of rank correlation — without ties and
tie (one or two), interpretation. Problems — with ties (One or two
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repeated ranks) and without ties.

b) Regression- Definition, regression lines/equations of x on y and
y on x. Properties of regression coefficient and regression lines/
equations. Problems on ungrouped and grouped data, uses of
regression analysis. Comparison between correlation and
regression.
gEes Ca080 ogeRt
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VII. Association of attributes:
Introduction, definition, notations- meaning and methods of
association. Yule’s coefficient of association and its applications.
thegsherd w@sabe : O30, 3%93,& B0Be30E wrie, cluded IBBODELETT BRG TS
LEIE

VIII. Interpolation and Extrapolation:
Meaning and utilities of interpolation and extrapolation. Binomial
expansion method of interpolation (with one missing value) and
Extrapolation for next successive value. Merits and demerits, applications.
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Theory of probability:

Introduction to probability, Definition of Experiment, Outcomes,
Deterministic experiment, Random experiment, Sample space, Null
event, Simple event, Compound event, Sure event with examples.
Meaning of Favourable and Exhaustive outcomes, Equally likely
events, Union and intersection of events,Mutually exclusive events,
Complement of an event with examples. Meaning of Classical and
Empirical / statistical methods of assigning probabilities. Classical/
Mathematical, Empirical/Statistical and axiomatic definitions of
probability. Statement and proofs (on basis of Mathematical
definition) of p(®@)=0 P(S)=1,0 < P(A) <1, P(A) + PA' ) =1,
Statement and proofs (on basis of Mathematical definition) of
addition theorem of probability- for two non-mutually and mutually
exclusive events. Definition and examples of independent, dependent
events and conditional probability. Statement and proofs (on basis
of Mathematical definition) of multiplication theorem of probability-
for dependent and independent events and applications.
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X. Random Variable and Mathematical expectation of a discrete
random variable:
Definition with examples of discrete and continuous random
variables. Definition of probability mass function and probability
density function. Bivariate and marginal probability distributions
definitions with examples.
Definition of Expected value/mean, variance and standard deviation
of a discrete random variable. Related functions defined on a discrete
random variable, applications (solving numerical and verbal
problems), including the case of missing probabilities. Expectation
and variance of following functions with proofs - a, aX, aX+b where
‘a’ and ‘b’ are any two constants and related examples.
Statement and proofs of addition and multiplication theorem of
Expectation. Covariance and correlation coefficient of bivariate
random variables.
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A
PRE-REQUISITES (Not for Examination)

Base : The factor which is repeatedly multiplied by it-self again
and again is called base .

Indices : The number of times the factor appears is called the
power or index. The plural form of index is called indices .

Ex : 3°= 3 x 3 = 9. Here, 3 is called base and 2 is called power .
Ex:2°=2 x2 x 2 =8, Here, 2 is called base and 3 is called power.

¥

Note : Any number to the power of ‘0’ is ‘1’. That is a°= 1, where ‘a

is any non-zero number .

Basic Laws of Indices :
(1) am X al‘l — am-‘-n

(4) (@ab)™ = a™ b™

Ex: 3% x 32 = 332 = 3= 243

Ex: 5* x 5' = 57l= 53 105

4 32 1
Ex:4—2=4' =4 =4

Exx (22)5= 22%3=08 = {4

Ex: (32:@ = 32 x5 =3

Ex: (5%2)%= 5% x 22 =25 x 4 = 100

Ex: (121 X 144)§=(121)3><(1+4)§
=11x12 = 132

am—n (3] (am)n= a_rrm
-5 (6) ()7 = Va

Ex: 4° x 42 = 432 = 4°5= 1024
Ex: 6 x 6° = 62'° = 6%= 36

g2
Bae—— =8 =5=3
Bx: (V=32 %2=q7=g]
Ex: (43)§ = 43"'3 =4

Ex: (3x4)2 = (12)2 = 144

Ex: (25 x 4)5 =(1ooﬁ= 10

2
L e e
Ex: (2) = (5)?=25-=
1 1
i (15)5_ (16)2 18 4 5
a) @z VY3 27
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Logarithms: The logarithm of a number to a given base is the
index or the power to which the base must be raised to get the given
number. Thus if a” = x , then ‘* m ’ is called ‘ logarithm of x to the

base ‘a ’ and usually written as m = log, x

Note: Logarithms with base 10 is called common logarithms. Here,
the base is not to be mentioned explicitly . That is log x stands for
m=log, x

The logarithm of any number has two parts viz. , integral part and
decimal part. The integral part is called as characteristic and decimal
part is called as mantissa . A characteristic may be positive or negative

where as mantissa is always positive.

Characteristic of the given number :

The characteristic of numbers greater than 1,

Number Charact
is positive and is one less than number of digits eristic
5 ; s 121.0 2
before the decimal point . The characteristic of 12.1 1
numbers less than 1 , is negative and numerically 1.21 0
one more than the number of zeros between the 00[']112211 %
decimal point and the first significant digit . The -
negative characteristic is written as bar . Thus, 1 means -1.
Mantissa of the given number :
The mantissa of a number is obtained from the .
Number | Mantissa
logarithm table. In the logarithm table mantissa | 12.10 0828
are arranged in 90 rows (10 to 99) and 10 columns | 121 0828
0.1 21 0828

(0 - 9) together with 9 more mean differences

columns (1 - 9). Mantissa of a number is not affected by the position of
the decimal point in the number. Thus, mantissa of 12.1, 1.21 and

0.121 are same.
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Logarithm Table
Mean Differences
g 1 2 3 8 e 5 2 1123 | 4| 5|68 |7 |[8]|9
10 | 0000 | 0043 | 0085 | 0128 | 0170 (0212 | 0253 (0294 | 0334 (0374 | 4| 8|12 |17 |21 |25 |29 |33 | 37
11 | 0414 | 0453 | 0492 | 0531 | 0569 | 0607 | 0645 (0682 | 0719 | 0755 | 4| 8|11 |15 |19 |23 |26 |30 | 34
12 | 0792 | 0828 | 0864 | 0899 | 0934 | 0969 | 1004 | 1038 | 1072 | 1106 | 3| 7110 | 14 |17 |21 |24 | 28 | 31
13 | 1139 | 1173 | 1206 | 1239 | 1271 | 1303 | 1335 [ 1367 | 1399 (1430 | 3| 6|10 |13 |16 |19 |23 |26 | 29
14 | 1461 | 1492 | 1523 | 1553 | 1584 | 1614 | 1644 | 1673 | 1703 | 1732 | 3| 6| 9 |12 |15 |18 |21 |24 | 27

we get 0828 . Thus , the mantissa is .0828 — log(12.1) = 1.0828

Antilogarithm of the given number :

In logarithm table see row beginning with 12 under the column 1

The antilogarithm table gives significant figures corresponding to

first four digits of known mantissa . Here, the figures are arranged in

99 rows (00 - 99) and 10 columns (0 - 9) together with 9 more mean

differences columns (1 - 9) . The position of the decimal point is decided

by the characteristic .

Antilogarithm Table
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1000
1023
1047
1072
1096
1122

1148
175
1202
1230
1259

1288

1318

1002

1026
1050
1074
1089
1125

1151
178
1205
1233
1262

1291
1321

1005

1028
1052
1076
1102
127

1153
1180
1208
1236
1265

1294
1324

1007

1030
1054
1079
1104
1130

1156
1183
121

1239
1268

1297
1327

1009

1033
1057
1081
107
1132

1159
1186
1213
1242
1271

1300
1330
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1035
1068
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1135
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12186
1245
1274
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1334

1014

1038
1062
1086
ma
1138

1164
191

1218
1247
1276

1306
1337

1016

1040
1064
1089
114
1140

167
1194
1222
1250
1279

1308
1340

1018
1042
1067
1091
m7z
1143

1169
19y
1225
1253
1282

1312
1343

1021

1045
1069
1094
1119
1146
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1199
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1256
1285

1315
1346
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In antilogarithm table see row beginning with 08 under the column

2 and the mean differences column 8 in same row . Thus , we get 1208

+2=1210 — antilog (1.0828) = 12.10
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Basic Laws of Logarithms :

(i) logxy = logx + logy (ii) log (?) =logx — logy (iii) logx* = klogx
Ex: /(121 x 1474) Ex: /(12 X 3)
1 1
= (121 x 144)? = (12 x 3)2
= Antilog [ log (121 X 144)2 ] = Antilog [ log (12 X 3)2]
= Antilog [% {log (121 x 144 }] = Antilog [ % {log (12 x 3)}]
= Antilog [% (log 121 +log 144)] = Antilog [ % (log12 +log3)]
= Antilog [ ( 20828+ 2.1584)] = Antilog [ ; ( 10792 + 0.4771)]
= Antilog [3 ( 4:2412)] = Antilog [ ( 15563 )]
= Antilog ( 2.1206) = Antilog (0.77815)
=132.0 =Antilog (0.7782) = 6.00
Ex: /(2X 4x8) Ex: /(2% 4% 4X8)

1
=(2x4x4x8)

1
=(2x4x8) 4
= Antilog [log (2 X 4 X 4 X 8)2]

= Antilog [ log (2 X 4 X 8)%1
: 1
:Antilog[%{log(Z x4 x 8)}] =Ant|log[z{log(2 x4 x4 x8)}]

= Antilog [i— (log2+log4+log4+

log8)]
= Antilog [+ (0.3010 + 0.6021+

= Antilog [% (log2 +log4 +log 8)]

= Antilog [ 5 (03010 + 0.6021+

0.9031)]
1 0.6021+0.9031)]
= Antilog [+ (1.8062 ] 1
= Antilog [~ ( 2.4083 )]
= Antilog (0.60206) 4
= Antilog (0.6021) = Antilog (0.60207)
= 4,000 = Antilog (0.6021)

=4.000
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s () =) 3
= Antilog [ log (E)z] =hutilog| lag (24_0) ]
3
= Antilog [ 2 log (13—5)] =hilee| 3 log (1_9)]

= Antilog [ 3 (log 20 - log 4 }]

= Antilog [ 3 ( 1.3010 - 0.6021 )]
= Antilog [ 3 ( 0.6989)]

= Antilog ( 2.0967 )

=1249

= Antilog [ 2 (log 15 -log 3 )]

= Antilog [ 2 ( 1.1761- 0.4771)]
= Antilog [ 2 ( 0.6990)]

= Antilog ( 1.3980 )

=25.00

Solving simultaneous linear equations :

A pair of values for x and y which satisfy both linear equations is
called a solution of two simultaneous linear equations .

To solve the simultaneous linear equations following steps are to be
performed :

Step 1)if the coefficients of any one of the unknowns are not equal
, then multiply the equations by the suitable constants ,
to make the coefficients of any one of the unknowns are
equal .

Step 2)if the signs of the equal coefficients are like, then subtract
the resulting equations ; if the signs are unlike, add
them .

Examples : Solve the following simultaneous linear equations:
1. =+y=10 (1)
x-y= 2 —2

Here, the coefficients of y are equal and the signs are unlike,
therefore by adding these two equations , we get 2x =12 — x=6
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By substituting this value of x in any one the above equations ,

we get y = 4.
2. 3x+7y=36 (1)
3x + 2y =21 —(2)

Here, the coefficients of x are equal and the signs are like,
therefore by subtracting 2" equation from 1% equation,
weEEet oy =18 s y=3

By substituting this value of y in any one the above equations,
we get x =d.

2x+3y= 8 (1)

3x + 3y =13 (2)

Here, the coefficients of either x or y are not equal , therefore
the coefficient of x is made equal, by multiplying the 1%
equation by 3 (i.e., coefficient of x of the 2"! equation) and the
2™ equation by 2 (i.e., coefficient of x of the 1 equation),
we get

6x +9y = 24 (3)

6x + 10y = 26 (4)

The signs are like, therefore by subtracting 3™ equation from
4" equation, we get y = 2 .

By substituting this value of y in any one the above equations,
we get x =1.
x + 5y = 20 (1)
2% + Ty =3l (2)
Here, to make the coefficient of x equal, multiply the 1*
equation by 2, we get
2x + 10y = 40 (3)

The signs are like, therefore by subtracting 2" equation from
3" equation,
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wegetdy=9 = y=3
By substituting this value of y in any one the above equations,
we get x = 3.
5 8x+hy=21 (1)
Tx-3y= L1 (2)
To make the coefficient of y equal , multiply the 1% equation by

3 (i.e., coefficient of y of the 2" equation) and the 2™ equation
by 5 (i.e. , coefficient of y of the 1 equation) ,

we get 24x + 15y = 63 ——(3)

35x - 15y =55 (4)
The signs are unlike, therefore by adding these two equations,
we get

50x = 118 — x=2

By substituting this value of x in any one the above equations,
we get y= 1.

Set:

A set is a collection of well defined and distinct objects. The
objects in the set are called as elements or members. Usually, sets are
denoted by capital letters A, B, C etc and their elements are denoted
by small letters a, b, ¢ etc. Under roster method all the elements in
the sets are written in flower brackets and are being separated by
commeas.

A set without element is empty set or null set. It is denoted by
(Phi). A set with only one element is singleton set . A set with all
possible elements is universal set. It is denoted by ‘U’.

Ex: The universal set of vowels of English alphabetsis U = {a, €, i,
0, u } . Vowel of English alphabets before ‘e’ is a singleton set. That is
{a} . Set of even prime number is also a singleton set. That is { 2 } .
Vowel of English alphabets after ‘u’ is a null set. That is @
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A set with definite number of elements is called finite set; otherwise,
it is an infinite set.

Ex : The set of letters of English alphabets is finite set and the set
of natural numbers is infinite set.
Union of sets :

A set formed by the elements belonging to at least one of the sets
is union of those sets . If A and B are any two sets , then their union is
denoted by (AUUB) or (A+B) or (A or B) .

Ex:ITA={2,4,06},B=1{1,3,5}then (AlIB)={1,2,3,4%4, 5,6}

Ex:IfA={2,4,6},C={5}then (AlJC)={2,4,5,6}

Ex: fA={2,4,6},D={3,06 }then (Al|D) ={2, 3,4,6}

Ex:IfA=§2,4,6},E~§{1,2,4,5}then (Al |E]=11,2,4,5,6}
Intersection of sets :

A set formed by the elements belonging to all the sets (common
elements) is intersection of those sets . If A and B are any two sets,
then their intersection is denoted by (AN B) or (AB) or (A and B).

Ex:IfA={2,4,6},B={1,3,5}(ANB) ={ =&

Ex:lfA={2,4,6}),C={b}then (ANC)= o

Ex:IfA={2,4,6},D={3,6}then (AND)={6

Ex:IfA={2,4,6},E={1,2,4,5}then (ANE)={2,4}
Disjoint (Mutually exclusive) sets :

Two or more sets are said to be disjoint or mutually exclusive , if
their intersection is null set.

Ex:1fA={2,4,6},B={1,3,5}then (ANB)={ }
Ex:IfA={2,4,6},C={5)}then (ANC)= ¢

o

Complement of a set :

For any set A, the complement of A is a set formed by the elements
of universal set by excluding the elements of set A. It is denoted by
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A“ or p (A-bar)or A' (A-dash).
Note: Complementary sets are always mutually exclusive .

Ex:IfU={1,2,3,4,5,6}and A ={2,4,6}then A’ =U - A= {1, 3, 5.
Here, (ANA' )= ¢ and (AUA')=U

Subset :

The set B is said to be a subset of A if every element of B is an
element of A. That is BcA.

Venn diagram :

Diagrammatic representation of sets is called Venn diagram.

@ e [OF
v

ANB A and B are mutually exclusive ~ Complement of A

Relation between numbers of elements of the sets :
If n(A), n(B), n(AUB), n(ANB) are numbers of elements in the
corresponding sets, then n(A) + n(B) = n(AUB) + n(AN B).

Example : There are 60 students in a class . Every student learns
at least one of the subjects Kannada or English . 45 students offer
Kannada and 30 students offer English . How many students offer (i)
both the subjects Kannada and English (ii) only Kannada (iii) only
English ?

Solution:
Here, ni(K) = 45, n(E) = 30 and n{K|JE) = 60
We know that, n(KUE) = n(K) + n(E) - n(KNE)
We know that, u K E

(i) n(KNnE)= 45 + 30 - 60 = 15
(ii)  n(Only Kan) = n(K) - n(KnE) =45-15= 130
(iii) n(Only Eng) = n(E) - n(KnE)=30-15=15
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Example: In a survey of 1000 persons in Bangalore, it was found that
700 read news paper A, 400 read news paper B and 300 read both
news papers A and B. How many persons (i) read at least one news
paper (ii) do not read both ?

Solution:

A B 200
We know that,

n(AUB) = n(A) + n(B) - n(ANB)
() n(AUB)= 700 + 400 - 300 = 800
(i) n(AUB) = n(U) - n(AUB) = 1000 — 800 = 200

De Morgan’s Laws :

I. (AUB)! =(A'NB') The complement of union of sets is intersection
of their complements.

II. (ANB)' =(A'UB') The complement of intersection of sets is union
of their complements.

Example: Verify De Morgan’s Laws If U={1,2,3,4,5,6},A={2, 4, 6}
and B={3,6}.

Solution: We know that, A' =(U-A)={1, 3,5}
(Set of elements of U except the elements of A)
Similarly, B = (U-B)={1,2,3,4,5.6}-{3,61={1,2,4,5}

Here, (AUB)=(2, 3, 4, 6}, (ANB)={ 6}, (A'UB")={1,2,3,4,5}and (A'n B") = {1, 5}.

Now, (AUB)'=U-(AUB)=1, s}=(anB)
and (ANB) = U-(ANB) ={1,2,3,4,5} =(AUB")

Order Pair :

A pair of values is written in the form (x, y) is called order pair .
Here , x is the first value and y is the second value .
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Factorials :
The product of first n natural numbers is n factorial denoted by 'n!" .
Thatisn!=1x2 /(n-1) xn =n x(n-1).... 2x 1=n x (n-1})!
Example : Find the value of 3! .
Solution:3!=3x2x1=6
Example : Find the value of 4! .
Solution: 4! =4 x3!=4 x6 =24
Example : Find the value of 6! .
Solution: 6! =6 x5x4!=6 x5 x24 =720
Permutations :

The number of selections and arrangements (permutations) of r’
n!
(n—r)!

items out of n’ different items is "P_, given by "P_=

Example: Evaluate P3.
51 5x4x3!

1 - oy — = —
Solution: °P2 -2 5 20
Example: Evaluate 10P3,

10! 10 x9%x8x7!

1 - 10 = = —
Solution: “P3 (10-3)! = 720
Example: Evaluate 100p;

100! 100 x 99 x 98!
Solution: 100p; = = /X7 = 9900

(100-2)! 98!

Example: Evaluate 4P4,

¥ |
Solution: 4P = P 4
(4—1)! 31

Example: How many photos are to be suited by taking 2 persons out of 3.
- 1 il
=20 1

Solution: Here, the number of photos are to be suited is 3py =

Example: Evaluate 3Ps.

31 3 3x2x1
Solution: 3P3 = = =
3= 33~ o 1

=6
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Note: 0! =1
Combinations :
The number of selections (combination) of v’ items out of ‘n’
n!

. c T : T ... B
different items is "c_, given by 5= G-l

Example: Evaluate °ca.

5! 5 x4 x3!
Solution: 5¢2 = = =10
2= G-t T Bx2zx1
Example: Evaluate 10c3,
. 10! 10x9x8x7!
Solution; 10¢c3 = = = 120

(10—3)!3! TIx3x2x%x1

Example: Evaluate 10c7.

10! iy 10! 0 10><9><8><7!_ 120
A0-7!17! ~ 3x7  3IX2X1xT7!

Solution; 19¢7 =

Note: ¢y =¢cp-r, "co=1= "¢y, "c1=n= "cp-1

Example: Find n, if "¢c7 = Mc3.

Solution: We know that, "cr ="cn.r. Thatis,n=r+n-r=7+3=10

Example: A bag contains 4 white balls and 6 black balls. In how many ways 2 balls
are to be selected?

Solution: Here, total number of balls is 10 and selection of 2 balls out of 10 balls is

10¢; ways.

10! 10 x 9 x 8!
= = = 45
(10-2)12! 8lx2x%x1

That s, 10¢2

Example: How many cricket teams are to be formed with 11 players out of 15
players?
Solution: Here, the number cricket teams are to be formed in 19cyjways.

15! 15! 15 %X 14x13x12 x11!

= = =1365.
(15—-11)111! 4! x 11! 4x3x2x1x11!

Thatis, 19¢cy1 =

ook ket



Unit-1
INTRODUCTION - MEANING AND SCOPE

Origin and Development of Statistics :

When man started counting, comparing and keeping records in one
or the other way, the subject ‘Statistics’ seems to have originated. Statistics
took birth when the people started expressing their ideas, such as
members in a family, live stock, and quantities given or taken in the
barter system etc., in numerical terms. As man started living in a society,
keeping records of many social aspects became a necessity. Farmers
needed the record of the climatic conditions during a year ; doctors needed
the record of effect of different herbals on different diseases. Such
information was passed on from one person to the other or one generation
to the next. Gradually, when kings started ruling, figures regarding the
army, population of their kingdom, value of tax, expenditures, volume of
trades, lands etc., were to be maintained. Different departments were to
be established to maintain the records of these aspects. A ruler could be
successful only through proper management of these departments.
Obviously, only an organized and a dynamic body of the state could venture
into collection of statistics which in the past was mainly on population,
its composition and wealth. In the history, we come across famous rulers,
throughout the world, many of whom are associated with reforms in
keeping such records. In this way Statistics was related to the ‘State
Craft’. Hence, in the olden days Statistics was regarded as the Science of
State Craft and was the by-product of the administrative activity of a
state. But at that time this procedure was not called as Statistics. May be
it amounted to only mathematics or any interpretation of it as logic (Tarka
Shasthra).

The word Statistics seems to have been derived from the Latin word

1
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‘status’ or the [talian word ‘statista’ or the German word ‘statistik’ or
the French word ‘statistique’, each of which means a political state. In
the ancient times the scope of Statistics was primarily limited to the
collection of the data of population or wealth of the country by the
governments for framing military and economic policies.

According to history, evidence of collection of population statistics in
ancient India is found during the reign of Chandragupta Maurya.
Kautilya’s Arthashastra elaborates the management of statistical facts
about State administration in the country. The tax system on lands was
reformed by Todarmal during the reign of Akbar. Abul Fazal (in 1656-97)
in his book Ain-e-Akbari has written a detailed account of the
administrative and statistical surveys conducted during reign of Akbar.

At present Statistics has grown at a phenomenal rate. The application
of Statistics is done in almost all the disciplines of knowledge. Statistics
iswidely used as a valuable tool in the analysis of the problems in physical
and social sciences, commerce and economics and also in science and
technology. The subjects like Medicine use statistics to draw valid and
meaningful conclusions.

The ‘theory of probability’ originated as the ‘theory of game and
chances’, during the 17" century by James Bernoulli (1654-1705),
De-Morve (1667-1754), Laplace (1749-1827), Gauss (1777-1855). It is
De-Morve who discovered the ‘Normal curve’. Sir Francis Galton
(1820-1911) developed ‘Regression theory’ in the field of Biometry. Karl
Pearson (1857-1936) came out with latest discovery ¢ Chi-square test of
goodness fit > which is of very high value in research activities in applied
science. His contribution to ‘Correlation theory’ is also prominent. The
discovery of Student’s t-distribution by W.S.Gosset(1876-1937) is a mile
stone in the growth of statistics.

Among the modern stalwarts of Statistics, Sir Ronald A. Fisher (1890-
1962) is considered as Father of Statistics. He developed the theories
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which could be used in various fields like Biometry, Psychology, Education,

Agriculture, Commerce, etc..

The Indian scholar Prashantha Chandra Mahalanobis (1893-1972)

called as father of Indian statistics and was the founder of Indian Statistical

Institute .

Definitions of statistics :

The word Statistics represents different meanings with reference to

different contexts are as given below :

(1)

(i)

Numerical statement of facts or Statistical data .

Statistics stands for the numerical information from which certain
conclusions can be drawn. In this sense the word Statistics is used
as “figures or numerical information”.

For example,:

1. “Sales statistics of different products of a company for past few
years are recorded for a compartive study.”

2. The heights of a group of 5 students in cms are : 156, 168, 180,
153, 172.

In these sentences the term statistics refers to numerical
statements.

Statistical methods.

Just like “Accounts” stands for the principles and the methods of
accounting, ledger, balance sheet etc., “Statistics” stands for the
methods of collection, presentation, analysis and interpretation of
numerical information. That is, to collect, represent, analyze and draw
valid conclusions on the basis of numerical data.

Statistics as numerical statements of facts: (Plural sense)

Prof. Horace Secrist defined statistics as ‘ Statistics may be defined

as the aggregate of facts, affected to a marked extent by multiplicity of
causes, numerically expressed, enumerated or estimated according to a
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reasonable standard of accuracy, collected in a systematic manner, for a
predetermined purpose and placed in relation to each other ’.

The above definition is of a comprehensive nature and explains which
type of numerical data can be called as Statistics. The features or
characteristics of Statistics are as follows :

1. Statistics are aggregate of facts.
Statistics are a group of facts. Single or unrelated figures are not
statistics, for the simple reason that such figures cannot be compared.
For example, the age of a person in years is not statistics, but a series
relating to the ages of a group of persons will be called statistics

2. Statistics are affected to a marked extent by multiplicity of causes:
Generally speaking, statistical data are affected to a considerable
extent by a number of causes. For instance, statistics of prices are
affected by conditions of supply, demand, imports, exports and many
other factors. Similarly, the statistics of wheat production is based on
the factors such as rainfall, method of cultivation, soil fertility, quality
of seeds, usage of manure etc.

3. Statistics are numerically expressed.

All statistics are numerical statements, that is, statements are
expressed in numbers. Qualitative expressions like good, bad, young,
old etc., do not constitute statistics. Similarly, statements such as
the population of India is rapidly increasing or the production of rice
is sufficient etc., do not constitute statistics. Whereas the statement
like Indian population is growing at the rate of 1.94 per 1000 per
year, is statistics.

4. Statistics are enumerated or estimated according to a reasonable
standard of accuracy.

Statistical data must be reasonably accurate because, statistical data
are used as a basis for statistical enquiry. If the scope of our enquiry
is limited then we will collect the data by the method of actual counting.
On the other hand, if the scope of enquiry is wide then we will collect
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the data by the method of estimation. An estimate cannot be as
accurate or precise as actual measurement. Hence, reasonable
standard of accuracy must be observed.

S. Statistics are collected in a systematic manner.
It is essential that the data must be collected according to planned
and scientific methods. Facts and figures collected in a haphazard
manner would likely to lead a misleading result.

6. Statistics are collected for a pre-determined purpose.
The purpose of collecting statistical data must be decided in advance.
[t should be well-defined and specific. Data collected in an
unsystematic manner and without complete awareness of the purpose
will be confusing and cannot be made for valid conclusions.

7. Statistics should be placed in relation to each other.
Statistical data are collected mostly for the purpose of comparison.
For the purpose of comparison, it is necessary that data must be
homogeneous. It would be meaningless to compare the heights of
men with heights of trees.

The statistical data are quantitative or numerical, that is, they can be
counted, measured, compared, analyzed and are used to draw
conclusions and make wise decisions.

Statistics as statistical methods : [singular sense]

The various activities of Statistics are collection, classification and
tabulation of numerical facts, description and comparison, analysis and
interpretation. A scientific enquiry is conducted for the purpose of
decision-making in various fields. Statistics provides tools in performing
these activities. The choice of methods will depend upon the nature of
the data as well as the purpose for which it is collected. Hence, Statistics
can be characterized as an applied science which helps in drawing
conclusions.

A.L. Bowley defined Statistics as ‘ The Science of counting’. Afterwards,
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he redefined it as ‘ The science of averages ’ .

Boddington defined Statistics as ‘The science of estimates and
probabilities’.

A more precise and the exact definition given by Croxton and Cowden
is “Statistics is the science of collection, presentation, analysis and
interpretation of numerical data.”

According to the above definitions we find that,

1. Statistics is an operational technique.

2.1t helps in processing the raw data.

3.1t is basically a tool of analysis.

4.The processing is done by the scientific methods of analysis.
5.Interpretation follows analysis.

Main Divisions of Statistics: (Branches)
Statistics have two branches, namely Statistical Methods and
Applied Statistics.

Statistical methods are also called mathematical statistics or theory
of statistics. It deals with the procedure of statistical analysis of numerical
data. It is a tool for decision making.

Applied Statistics is the application of statistical methods to concrete
situations like Agriculture, Industry, Population, Medicines etc. Some
branches of Applied Statistics are,

1. Biometry (Bio Statistics which deals problems in Biology)
2. Demography (Study of human population)

3. Econometrics is a Statistical tool to prove or disprove the theories of
Economics

4. Statistical Quality Control (control of quality of manufactured goods
before marketing)

Actuarial Science (Statistics in the field of Insurance)
Stylometry (Statistics in Literature)
7. Psychometry (which deals with psychological problems).

i
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Functions of Statistics :

The followings are the important functions of Statistics :

It presents the facts in a definite form :

It is with the help of figures we can represent the things in their true
form. Without a statistical study our ideas are vague and indefinite.
So the facts should be presented in definite form. If conclusions are
given in numbers, then they are more convincing than the conclusions
are expressed on the basis of quality. The statements like, there is lot
of unemployment in India or population is increasing at a faster rate
are not in definite form. The statement, price level in 2010 is 15%
less as compared to the price level in 2008, is in a definite form.

It simplifies and condenses the size of the data :
Statistics presents large volumes of complex data in meaningful and
understandable form.

It facilitates comparison :

Statistics makes the comparison of particular phenomenon possible
through various techniques like averages, time series, index numbers,
measures of dispersion, measures of skewness etc. Comparison
enables us to understand the behavior of data over a given time period

It enriches our knowledge and widens our experience :
Statistics provides opportunities to enrich our knowledge and enhance
our experience with the help of statistical techniques and methodology.

It helps in formulating policies :
Statistics facilitates the formulation of various economic and other
policies at State, National or Global level. Business organizations also
make use of statistics in the formulation of polices in the area of
finance, marketing and personnel.

It helps in Business forecasting :

Forecasting refers to the process of predicting future events. Statistics
facilitates business forecasting through various techniques as time
series, extrapolation etc..
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7. It helps in framing and testing of hypothesis :
Statistics facilitates the formulations of hypothesis, testing the validity
of hypothesis and developing a theory on the basis of results.

Limitations of Statistics :
Some limitations of Statistics are as follows :

1. It does not deal with individuals :
Statistics deals with aggregate of facts and not with individuals.
Individual do not constitute statistical data. For example, Lakshmi is
a tall girl is not a statistical statement.

2 It does not deal with qualitative data :
As we have seen, statistics is a collection of numerical facts and the
tools of statistics can be applied only for quantitative measurements.
It is not possible to use these tools for qualitative characteristics like
beauty, complexion, melody, character, taste, intelligence etc., which
can be compared but cannot be measured in figures. Therefore in a
study of such attributes, statistical methods are not of much use

3. Statistical laws are true only on an average :
Natural sciences are exact in the sense that their results are universally
true. Statistical laws are not exact. For instance, the average number
of accidents in a certain road is four per week does not mean that ‘ if
all the four accidents have occurred in the first day of the week then
there will be no more accidents in that week ’.

4. Only experts can make the best possible use of statistics :
Statistics can be used by experts only. Those who are not aware of
statistical methods cannot make the best possible use of available
data.

5. For statistical analysis, uniformity and homogeneity of data is
essential :

It is essential that data must be uniform and homogenous.
Heterogeneous data are not comparable. It would be of no use to
compare the heights of trees with heights of men because these data
are of heterogeneous in nature.
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Scope and applications of Statistics :

Statistics/statistical tools are applied in Governments, Business,
Industry, Management, Commerce, Economics, Sociology, Biology,
Agriculture, Medicine, Psychology and Insurance etc. . Some of them are
discussed below :

Statistics in State :

Originally, Statistics was used in the state affairs. Later on it was
used in all government departments, such as Finance, Education,
Population study, Transport, Post and Telegraph, Commerce, Defense,
Agriculture etc.. There are central government departments like C.S.0.
(Central Statistical Organization), N.S.O. (National Sample survey
Organization),

R.G.I.(Registrar General of India), I.I.P.S. ( Indian Institute of
Population Studies), which collects the data concerned to different fields.
The data supplied by these organizations are useful in framing suitable
policies in solving the problems of food shortage, poverty, unemployment
£1C.

Statistics in Business :

Statistical methods are used by businessmen in making decisions,
estimation and comparison etc.. Also, in the business activities such as
production, finance, sales, accounting, purchase, quality control,
marketing etc., statistical methods are extensively used. Statistical
methods are used in forecasting the future trends and tendencies.

Statistics in Economics :

Statistical methods are useful in understanding economic problems,
formulating economic policies. Five-year plans, Savings, Taxation, Exports
and Imports etc and their progress are evaluated by statistical methods.
Econometrics is a branch of statistics, which deals with the application of
statistical methods in the field of Economics.
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Statistics in Science :

The physical and natural sciences like Astronomy, Engineering,
Biometry (Biostatistics) and Pharmaceuticals, statistical methods are used.
Also, in Agricultural science, statistics are widely used. Thus, the famous
saying is that ‘ Sciences without statistics bear no fruit; Statistics without
sciences has no root’.

Distrust of statistics :

The statement - ‘There are three types of lies - lies, damned lies and
statistics - wicked in the order of their naming “mentions the lack of
confidence in the subject among the few. This distrust may be the reaction
due to the manipulations of the data, which may seem to be accurate,
done by corrupt persons for some selfish motives.

Causes of distrust :
Distrust of statistics arises due to the direct or indirect influence of

certain causes. These causes can be :

. Figures can be easily believed.

. Ignoring the limitations of statistics.
. Misuse of the figures.

. Inadequate samples.

. Lack of subject knowledge.

1

2

3

4

)

Remedies to Remove Distrust :
1. Need of caution.

2. Statistical limitations should be taken into consideration.
3. Self-restraint. That is, self control in statistical fallacies.
4. Statistics must be used by experts.

S

Analytical study of data before its use.

Some basic concepts :
Units or Individuals :

The objects whose characteristics are studied in any statistical survey
are called units or Individuals.
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Population or Universe :

The totality of units under consideration is called population or
universe. A population which contains finite (countable) number of units
is called a finite population. A population which contains infinite
(uncountable) number of units is called an infinite population.

Ex: 1. The population of fully grown trees in Lalbagh is a finite
population.

2. The population of number of trees and plants in Lalbagh is an
infinite population.
Sample:
The representative units of a population is called sample.

Units in a population will possess certain characteristics. Some
characteristics are numerically measurable and some are not.

Numerically measurable characteristics are called Quantitative
Characteristics.

The characteristics which are not numerically measurable are called
Qualitative Characteristics.

In a population some characteristics remain same for all the units
and some others vary from unit to unit

Variable :
A quantitative characteristic which varies from unit to unit is a
variable.

Ex : Height/Weight of students, Number of students etc.

Attribute :

A qualitative characteristic which varies from unit to unit is an
attribute.

Ex : Skin colour/Intelligence/Ability of students etc.
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Discrete Variable :
A variable which assumes only specified values within a given range
is a discrete variable.

Ex : Number of benches in a class room, Number of road accidents in
a day etc.

Continuous Variable :
A variable which assumes all the possible values within a given range
is a continuous variable.

Ex: Income of persons, Weight of students etc.
Numerically expressed data are called Quantitative Data.

The data which are not numerically expressed are called Qualitative
data.

Measurement of quantitative data is very easy but, measurement of
qualitative data requires different type of scale of measurement. The two
scales of measurement are:

1. Nominal scale.
2. Ordinal Scale.

A number assigned for every unit for identification of different
categories is called a nominal scale.

Ex : 1. Roll numbers assigned to students of a college.
2. Among male population married assigned number 0 and
unmarried assigned 1.
Numbers assigned to observations that can be arranged in ascending
or descending order is called an ordinal scale.
Ex: 1. Ranks given to students according to their performance.

2. In a shop three varieties of rice are assigned 1, 2 and 3 according
to their quality.
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Questions

. Write a note on the origin and the development of science of Statistics
. What are the two senses in which the term ‘Statistics’ is generally

used ?

Distinguish between ¢ Statistics as numerical data’ and ‘ Statistics
as statistical methods’ with examples.

State Prof. Horace Secrist’s definition of Statistics.
Mention the characteristics of Statistics.
Briefly explain the characteristics of statistics.

State ‘A.L.Bowley’s’ and ‘Croxton and Cowden’s’ definition of
Statistics.

Write a brief note on the main divisions of Statistics.

. Mention any two branches of Applied Statistics.
10.
)
12,
13.
14.
18
16.

L7

What is Biometry ?

Define Econometrics.

What are the functions of Statistics ?

What are the limitations of Statistics ?

What is the role of statistics in Business, Commerce and Economics?
What are the causes of distrust of Statistics ?

What are the remedies to remove the distrust of Statistics ?
Explain the following terms with examples:

a) Population and Sample.

b) Qualitative and Quantitative characteristics.

c) Qualitative and Quantitative data.

d) Variable and Attribute.

¢) Discrete and Continuous variables.

Ll



Unit-II
ORGANIZATION OF DATA

Statistical Enquiry :

An enquiry means search for knowledge or truth. A Statistical
enquiry means a search for knowledge through statistical methods. For
example, the study of scoring pattern of students in an examination, study
of population of India, study of wage structure of a factory workers,
enquiry of the number of children per couple of a certain locality etc.
Broadly there are two stages of statistical enquiry.

They are :
1. Planning and preparation.

2. Execution of the survey.

1. Planning and preparation :

For the success of any statistical enquiry a perfect planning and
preparation is essential. In planning the following factors are to be
carefully considered.

a) Object of an enquiry
b) Scope of the enquiry
c) Units used for collection and measurement
d) Sources of data
e) Method of collection of data
f) Framing a format
g} Accuracy level
h) Type of enquiry
2. Execution of the survey :

After a perfect planning, the next stage is execution. The various steps
to be considered are as follows :

14
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a) Setting a team of administrators

b) Designing of questionnaire

c) Selection and training of enumerators

d) Field work by enumerators and supervision
e) Follow up work in the case of non response
f) Analysis of collected data

g) Preparation of final report
Collection of data :

The first step of statistical enquiry is to collect facts and figures relat-
ing to a particular survey, whether the enquiry is of business , economics
or social science. The investigator is the person who conducts the statis-
tical enquiry. The person who collects the information for the investigator
is called Enumerator; he/she should be a trained and an efficient statis-
tician. The statistician collects and analyze the characteristics under study
for further statistical analysis. The respondents (informants) are the
persons from whom the information will be collected. Collection of data
is the process of enumeration together with the proper recording of re-
sults. The success of an enquiry is based upon the proper collection of
data.

In statistical survey the data are of two types :
I. Primary data
II. Secondary data
I. Primary data :

Data which are collected for the first time , directly from the field by
the investigator is called primary data. They are original in nature.
The data is also called the first hand data. The data are the raw
materials of the enquiry. For example , if an individual or an office
collects the data to study a particular problem directly from the field,
it will be a primary data.
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Methods of collection of primary data

For collection of primary data the investigator may choose any of
the following methods depending upon object of an enquiry.

1. Direct personal observation.
2. Indirect oral interview.

3. Information through agencies.
4. Mailed questionnaires.

5. Schedules sent through enumerator.

1. Direct personal observation

Here, the investigator extracts the required information by personal
observation of the units. The investigator must be a keen observer. He
cross—-examines the informant and records the necessary information.
In this method the enumerator may collect biased information. However
the method is less costly when the field of enquiry is small.

The method is adopted in the following cases ,
a) Where greater accuracy is needed.
b)Where the field of enquiry is not large.
¢) Where confidential data are to be collected.
d)Where sufficient time is available.
Merits :
i. True and reliable data can be collected.
ii. In this method degree of accuracy can be high.
iii. Uniformity and homogeneity can be maintained.
Demerits :
i. Where the area is large this method is not suitable.
ii. This method is expensive and time consuming.

iii. An untrained investigator will not bring good result.
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2.

Indirect oral interview

If the informant is not ready to give information, the method of indirect
oral interview can be followed. Under this method the investigator
approaches the witnesses or third parties, who are in touch with the
informant. Persons who are supposed to have knowledge about the
problem under investigation are interrogated and the desired
information is collected.

This method is more suitable , where the area to be studied is small.
It is used when direct information cannot be obtained.

Merits :

i. This method is simple and convenient.

ii. This method is free from the bias and prejudice of the respon-
dent.

Demerits :

i. Interview with an improper man will spoil the result.

ii. Witness may supply biased information according to their inter-
ests

Information through agencies

Under this method, local agents or correspondents will be appointed.
They collect the information and transmit it to the investigator. They
may apply any method according to the intensity of the situation.
Agents who collect information from the informants are generally called
correspondents.

This method is generally adopted in those cases where the information

is to be obtained at regular intervals from a wide area. News papers
are the examples of collection of information through agencies.

Merits :

i. This method is very cheap and economical.

ii. It is useful where information is needed regularly.
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Demerits
i. The information may be biased.

ii. It is difficult to maintain the degree of accuracy and uniformity.

4. Mailed questionnaire

Questionnaire is a list of questions where the answers are filled by
the informants and these answers are the required information for
the investigation

The questionnaire is sent to the respondents, who are expected to
write the answers in the space provided in the questionnaire.

The questionnaire will be sent to the informants through mail. A
covering letter is also sent along with the questionnaire, requesting
the informants to extend their full cooperation by giving the correct
information and return the duly filled questionnaire with in a fixed
time. This method is appropriate in cases where informants are spread
over a wide area and are literates.
Merits :

i. This method is most economical.

ii. It saves manpower.

iii. It can be widely used, where the area of investigation is large.

Demerits :
i. This method cannot be used if the informants are illiterates.
ii. In this method many informants will not respond.

iii. In the case of non response, follow up work is essential.

5. Schedules sent through enumerators

[t is a widely used method of collection of primary data. A number of
enumerators are selected and trained for this purpose.

Here, the trained investigator collects data through enumerators. The
enumerators contact the informants and collect the information which
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is called schedule method. Schedule is a list of questions where the
facts will be supplied by informants and recorded by enumerator.

Merits
i. This method is very useful where the informants are illiterates.
ii. In this method the rate of non response is less.

Demerits
i. In this method the training of enumerators is essential.
ii. This method is time consuming.
iii. Personal bias of the enumerators may lead to failure of enquiry.
Framing a Questionnaire
While drafting a questionnaire, the following general principles are
to be considered
1. The number of questions should be as less as possible.

The questions should be simple to understand.
Questions should be arranged logically.

Answers to the questions should be short (Yes or No type).

Gl = & N

As far as possible, questions regarding personal matters should
be avoided

6. Any clarifications, if necessary regarding any of the questions
should be supplied in the form of foot note.

7. Necessary instructions should be given to the informants.
8. Questions which require mathematical rigour should be avoided.
9. A questionnaire should be attractive.

10. The questions are so framed that the validity of the information
supplied by the informants can be cross checked.

11. Questionnaire should also assure that the information supplied
will be kept confidential and shall not be used for disadvantage.
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Format of a questionnaire

QUESTIONNAIRE REGARDING INTRODUCTION OF ENGLISH AT SCHOOL LEVEL

Please Note: The investigator wants to know about the introduction of English at
school level. You are requested to co—operate kindly in the successful conduct of the
survey by supplying information to the best possible degree of accuracy.

1. Name :

2. Age / Date of birth YY/MM/Date

3. Marital Status . a) Married () b) Unmarried ()
4. Sex ca)yMale () b) Female ()
5. Qualification : a) Primary

(
b) Secondary (
¢) Higher Secondary (
d) Pre University (
¢) Degree (
f) Post graduation (
6. Which state do vou belong?

)
)
)
)
)
)

a) Kamataka () b) Others (specify)
7. Mother tongue:

a) Kannada () b) Others (specify)
§. Can you.

a) Speak Kannada : Yes () No ()

b) Read Kannada : Yes() No ()

¢) Write Kannada : Yes () No ()
9. Which medium did you studied in high school?

a) Kannada () b) English ()
10. Which medium of instruction do you prefer children of 1* standard?

a) Kannada () b) English ()

11. If you prefer Kannada medium from 1* standard, from which standard do you
prefer English medium?
a) 5" standard () b) 8" standard () ¢) After SSLC ()

12. Why you prefer (two sentences)

II. Secondary data :
Secondary data is the data which has been already collected and ana-
lyzed by enumerators. Secondary data is also called second hand data.
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Sources of secondary data

The various sources of secondary data can be divided into two cat-
egories.

1. Published sources.

2. Unpublished sources.

1. Published Sources

a) Official publications of international bodies such as LM.F. , LB.R.D.,
U.N.O. stc.

b) Official publications of central and state governments.

c) Journals, Newspapers and periodicals.

d) Websites of various organizations on the internet.

2. Unpublished Sources

a) Records maintained at government offices , municipal offices etc.
b) Records maintained by research institutions , research scholars
elc.,
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Census enumeration and sample survey
Information regarding an enquiry can be collected in two ways. They
are :
1. Census enumeration.
2. Sample survey.
1. Census enumeration
A complete enumeration of each and every unit of the population is
called census enumeration. For example, ‘ population census of India’
which will be conducted once in every ten years , is a census
enumeration.

Merits
i. The results are more accurate and reliable.

ii. The data are collected from each and every unit of the popula-
tion.

iii. It provides the detailed study of all the units of the population.

iv. Census method is free from sampling errors.

Demerits
i. Non sampling errors are likely to be more in census enumera-
tion.

ii. It requires more money , labour and time.

iii. It is not possible in some circumstances where the universe is
vast .

iv. While procuring the data if the units are damaged, census
enumeration is not suitable.

2. Sample survey
The representative units (a part or a portion) of a population is called
sample. An enumeration based on a sample is called sample survey.

The theory of sampling has been developed recently, but it is not new.
In our day to day life , we have been using sampling theory without
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knowing about it For example , a housewife tests a small quantity of
vegetable before purchase (i.e. she accepts or rejects a lot by sample
survey).

Merits
i. This method requires less labour, less time and is economical.
ii. Sample survey is more scientific.

iii. This method is applied for those units which are destructive in
nature.

iv. Sample survey is free from non sampling errors.
Demerits

i. Sample survey requires adoption of appropriate sampling
method and appropriate methods of analysis.

ii. If the population is too heterogeneous in nature, the use of
sampling procedure is impossible.

iii.Sampling errors are part and parcel of sample survey.
Pilot survey :
A survey conducted before any general survey is called a pilot survey.
Sampling :
The process of extracting sample from the population is called sampling.
Methods of sampling :
The following are some of the methods of sampling.
1. Simple random sampling.

2. Systematic sampling.

3. Stratified sampling.

1. Simple random sampling
It is a technique where the sample is drawn in such a way that each
and every unit of the population will have an equal and independent
chance of being included in the sample. Several methods have been
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adopted for random selection of the sample. The most popular and
simplest method is lottery method. In this method all the items of the
population are numbered then select the required number of samples
by drawing numbers.This lottery method cannot be used when the
population is infinite, An alternative method is that of using the random
number tables.

2. Systematic sampling
Systematic sampling is a procedure of drawing samples by selecting
equally separated units in a numerically , alphabetically or
geographically arranged population.If we want to select a sample of ‘n’
items from a population of N units, under thismethod , the population
will be divided in to equally separated n groups of ‘k ’ items each.

N
Where, k= —
n

k = sample interval , N = Population size, n = Sample size.
One number will be selected between 1 and k by lottery method.
Let it be ‘@’

Then the sample units are : a , atk , a+2k,... , a+ (n - 1)k.

N 1000

For example , if N = 1000, n = 100, then k =[?) =(WJ =10

Ifa=5, then the sample units will be 5, 15, 25,..... 995.
3. Stratified sampling

When the population is heterogeneous or of different segments then
this method is applied. First , the population is divided in to a number
of sub groups called strata. Each stratum is homogeneous. From each
stratum appropriate number of units are randomly selected. This
method is called Stratified sampling.
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Difference between census enumeration and sample survey

Census Enumeration Sample survey

1. Enumeration of cach and every unit of the 1. Enumeration of a few representative units
population is called census enumeration . of the population is called sample survey .

2. Non sampling errors are likely to be more . 2. Sampling errors are more .

3. This method is not scientific . 3. This method is more scientific .

4. This method is impossible if the 4. This method is more suitable if the
population is infinite . population is infinite .

5. This method requires more money , time 5. This method is economical .
and labour .

6. In destructive cases this method cannot be 6. In destructive cases this method is only
used . method which can be used .

Statistical Error (Sampling Errors) :
Statistical error is the difference between the estimated value and

the actual value.

Causes of Errors :

1. Errors of origin :
The error that occurs due to improper definition of statistical units ,
defective questionnaire and wrong method of enquiry is called the
Error of origin.

2. Error of inadequacy :
The error that occurs due to incomplete data or insufficient data is
called Error of inadequacy.

3. Error of manipulation :
The error that occurs at the time of analysis (clerical errors) is called
Error of manipulation.

Biased and unbiased errors :

There are two classes of sampling errors. They are biased errors and
unbiased errors.
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Biased errors :
The errors that occur with the notice of the investigator are called
biased errors. These errors are prejudiced errors.

Unbiased errors :

The errors that occur without the notice of the investigator are
called unbiased errors. These errors occur due to chance causes (which
cannot be controlled).

Measurement of errors
There are two types of measurements :

1. Absolute error
2. Relative error

1. Absolute Error : is the arithmetic difference of actual value and
the estimated value.

Absolute Error = Actual value — Estimated value

AE=a-e

2. Relative Error: is the ratio of absolute error and the estimated
value.

Note : As the sample size increases, the sampling error decreases.

whEh®
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Questions
What is meant by a statistical enquiry ?
Mention the two stages of statistical enquiry.
Mention the points that are to be considered in planning an enquiry.
Mention the points that are to be considered in execution of the survey.
Write a brief note on statistical enquiry and its stages.
What is primary data ?
Mention the methods of collection of primary data.

Explain the methods of collection of primary data with relative merits
and demerits ?

. Define secondary data.
10.
11.
i
13.
14.
15.
16.
1%
18.
19.
20.
21.
02,
23.
24,
25.
26.
A7

Mention the sources of secondary data
What is a questionnaire ?

What are the guidelines for the construction of a questionnaire ?
Define sample.

Define sampling.

Define sample survey.

Define census enumeration.

Mention the merits and demerits of census enumeration.
Mention the merits and demerits of sample survey.
Distinguish between census enumeration and sample survey.
What is a strata ?

Briefly explain the three methods of sampling.

What is meant by statistical error ?

What are the causes for the occurrence of statistical error ?
Distinguish between biased and unbiased errors.

Mention the methods of measurement of errors.

What is meant by absolute error ? (Define absolute error)
What is meant by relative error ? (Define relative error)



Unit-III
CLASSIFICATION AND TABULATION

Introduction :

In the previous chapters we discussed about the different methods of
data collection. Usually the data collected is voluminous and complex in
nature. It cannot be understood easily and also not suitable for statistical
analysis. Such data needs to be arranged, grouped and classified accord-
ing to similar characteristics possessed by the items of the data. The clas-
sification and tabulation are the process of organizing the data.
Classification of data :

According to Prof. Horace Secrist  classification is the process of ar-
ranging the data in to sequences and groups according to their common
characteristics or separating them into different but related part .
Definition :

“Classification is the process of arranging the data in to groups or
classes according to common characteristics possessed by the items of
the data “. That is, sorting of different items (observations) on the basis of
similar characteristics possessed by the items constituting in the data.
Objectives :

The main objectives of the classification are :

1. To reduce the size of the data : Classification reduces the vast and
voluminous data in to handy size.

2. Tobring the similarities together : Classification simplifies the data
by arranging similarities and dissimilarities contained in the data.

3. To facilitate comparison : Classification helps in comparison of data
characteristics.

4. To give importance to significant features of the data : Unneces-
sary and irrelevant details in the data are eliminated at the time of
classification and make the data more precise and compact.

28
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5. To enable further statistical analysis : Classification of the data
enables further statistical analysis and hence to draw meaningful
conclusions.

Types of classification :

Generally classification of the data is made on the following basis :
1. Chronological (temporal) classification.

2. Geographical (spatial) classification.

3. Qualitative classification.

4. Quantitative classification.

Chronological classification :
Chronology means orderly arrangement of statistical data according
to time, date of happening of an event. If the data are arranged over a
different period of time, then the type of classification is called chro-
nological classification.
Example : Population of India from 1931 to 2011.

Years 1931[1941(1951|1961|1971|1981 1991 (2001|2011

Population | o7q | 319 | 361 | 430 | 548 | 683 | 846 1002|1210
(in millions)
2. Geographical classification :

If the data is classified on the basis of geographical or location or area-
wise (such as cities, districts, states etc.), it is called geographical
(spatial) classification.

Example 1. Production of sugar in some states of India :

Name Uttar Bihar Tamil | Maha | Other Total
of the State Pradesh Nadu |rashtra| states
Sugar
production S5 20 25 15 12 127
(In million tons)
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Example 2. According to 2011 census, population of some states of
India is:

Sl. No. [Name of the state | Population (in crores) | Rankin 2011
1 Uttar Pradesh 19.95 1
4 Maharashtra 11.23 2
2 Bihar 10.38 3
4 |West Bengal 9.13 4
5 Andhra Pradesh 847 B
6 Madhya Pradesh 7.26 6
7 Tamil Nadu 6.86 7
8 Rajasthan 6.11 8
9 Karnataka 6.04 9
10 |Gujarat 4.19 10
3. Qualitative classification :

If the data is classified on the basis of the qualitative characteristics

or attributes ( such as sex, literacy, employment and religion etc.), is

called qualitative classification. Classification of units on the basis

of a single characteristic is simple or one way classification.
Example 1.

The residents of a certain locality can be classified according to
their occupations as:

Occupations Number of residents

Office assistants

Business men

Teachers

Bank Employees
Total

The classification of units on the basis of single characteristic (at-
tribute) into two classes is called Dichotomous classification. That is
the data are classified in to two classes as one group possessing (pres-
ence) and other not possessing (absence) the quality.
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Example 2.
The members of a club can be classified on the basis of sex as:
Members
Male | Female | Total
80 20 50
45 5 50

Similarly, the classification of units on the basis of attributes in to
two or more characteristics is called Manifold classification. These are
also called as contingency tables.

Example 3.

Population of a village can be classified according to Sex, Literacy,

Employment and Marital status as follows :

Married
Employed :
. Single
Literates .
Married
Unemployed :
Single
Men .
Married
Employed e
[literates .
Married
Unemployed .
; Single
Population .
Married
Employed Single
Literates ;
Married
Unemployed :
Single
women :
Married
Employed Singl
. ingle
[lliterates ;
Unemployed o eh
; Single
4. Quantitative classification :

The classification of the units on the basis of quantitative characteris-
tics or variable (such as height, weight, wages, age in years, number
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of children, number of phone calls, number of births, number of
deaths etc.), is called quantitative classification.
Example : 1.
The group of students may be classified according to their heights
as:

Height (cm) 140-150 |150-160 |160-170 |170-180 | Total
No. students 6 24 18 2 50

Example : 2.
Number of Apples per box are given below:

No. of Apples per box 5 6 i 8 9 | 10 | Total
No. of boxes 5 g |13]| 10| 6 g 45

The above two types of classifications are frequency distributions.

Thus, a frequency distribution is a systematic presentation of the
values taken by a variable along with their frequencies. Frequency refers
to the number of times an observation is repeated. The number of obser-
vations corresponding to a particular class is known as the class Fre-
quency. Class frequency is a positive integer including zero.

From the above examples, we can explain the following terms :

Number of apples per box, number of children, height (cm), weight
(kg) are variables and number of students, number of boxes are frequen-
cies.

While framing a frequency distribution, if class intervals are not con-
sidered, is called discrete frequency distribution.

Example :
The number of families according to number of children.

No. of children | O 1 2 3 4 5 6 |Total
No. of families | 10 | 40 | 80 (100|250 150 50 | 680

While framing a frequency distribution, if class intervals are con-
sidered, is called continuous frequency distribution.
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Example :
The weight (kg) of persons

Weight (kg) 30-40 | 40-50 | 50-60 | 60-70 | 70-80 | Total
No. of persons 10 15 40 45 20 130

Formation of Discrete frequency distribution :

Here, three columns are formed-Variable, Tally bars, Frequency. In
the first column, values of given variable are written without repetition in
an order. For each value a tally/stroke is marked against that value in
the second column. In this way tally scores are marked for all values. For
easy counting the tallies are put as a group of 5 (+++}). Finally count the
number of tally bars corresponding to each value of the variable in third
column. It is known as frequency. The total frequency (N) is equal to the
total number of observations.

Example : 1.
In a survey of 40 families in a certain locality, the number of chil-
dren per family was recorded and the following data were obtained.
1,6,8,2,1.56,2,9,1,0,2,4.0,1,6,82,1,5332423 8,
0.2, 1,4,5.3,3: 4.4, 1,2, 4, 5.
Represent the data in the form of a discrete frequency distribution.

Solution :

Frequency distribution of the number of children.

Number of Children(x) | Tally Marks | Frequency(f)

0 L1 3
1 a5 =l 7
2 HH HHH 10
3 3w i 8
i 1 6
5 |11 i
6 || 2

Total 40
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Example 2 :

Number of teaching staff working in 20 different colleges was
recorded as below:

15 12 18 10 15 12 20 25 18 10 15 12 15 20 25 15 18
20 15 18

Prepare a frequency table.

Solution :

The difference between the highest and lowest value in the data is
very less, and number of repeated values are also less, so use discrete
frequency table. third column. It is known as frequency. The total
frequency (N) is equal to the total number of observations.

Discrete frequency table representing the number of teaching staff
in different colleges.

No. of teaching staff(X) Tally Marks | No. of colleges(f)
10 | ] 2
12 | 1] 3
15 +H-H 6
18 111 4
20 L[] 3
o | ] 2
Total 20

Formation of Continuous frequency distribution :

Suitable class intervals are formed on the basis of the magnitude of
the data. For each value a tally mark is marked against the class in
which it falls. This process is continued until all the values are
exhausted. The tallies of each class are counted and written as
frequency of that class.

To construct a continuous frequency distribution table, it essential
to know the following factors :
Range :

[t is the difference between highest and lowest value in the data.
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i.e., Range = H.V. - L.V,
Class :

The sub range is called class.
Class limits :

The lowest and the highest values which are taken to define the
boundaries of a class are class limits. The lowest value is called lower
limit (L.L) and the highest value is upper limit (U.L).

Example: (30-40), (40-50)...are class limits.

The lowest value of the class is called lower limit (L.L.) as 30, 40...
are lower limits and the highest value of the class is upper limit (U.L.)
40, 50...are upper limits.

Inclusive class :

In a class, if lower as well as upper limits are included in the same
class, such a class is called Inclusive class. Here, upper limit of a
class is not equal to the lower limit of the next class. Example : 0 - 9,
10-19,... are inclusive classes.

Exclusive class :

In a class, if the lower limit is included in the same class and
upper limit is excluded from that class but included in the next class,
such a class is called Exclusive class. Here, upper limit of a class is
equal to lower limit of the next class.

Example : 30-40, 40-50, ... are exclusive classes.

Correction factor :

It is half of the difference between lower limit of a class and upper
limit of the preceding class. Thus,

Lower limit of aclass —Upper limitof the precendingclass
2
To get exclusive class intervals from inclusive class intervals, add
C. F. to all upper limits and subtract C. F. from all lower limits.

Correction factor (C.F.)=
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Example: Convert the flowing inclusive class intervals to exclusive
class intervals.

C-1 10-19|120-29 |30-39 |40 -49

.0 L
3 2

By subtracting it from all lower limits we get lower limits as 9.5,
19.5, 29.5, 39.5 and adding it to all upper limits we get upper limits as
19.5, 29.5, 39.5, 49.5

Therefore the exclusive class intervals are: 9.5-19.5, 19.5-29.5, 29.5-
39.5 and 39.5-49.5

C.F.

Open-end classes :

In a class, if the lower or upper limit of the class is not specified
such a class is called open-end class. For example : less than (below) or
more than(above) a particular class limit.

The frequency distribution based on open-end classes is called open-

end frequency distribution.

Example : Open-end frequency distribution.

Class Interval | Frequency

Less than 20 8
20-30 15
30-40 23
40-50 12
50-60 9

More than 60 3

Mid-point (class mark) :
The central value of a class is called mid-point or class mark. It is
the average of class limits.

Lower Limit+ Upper Limit
2

i.,e., morx =
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LL+UL _10+20 _
2 2

15

Example : Mid-point of the class [10-20) is m =

Width (size) of the class :
The difference between the upper and lower limits of a class is
called width of the class. It is denoted by ¢ or i.

For example, the width of the class interval (30-40) is 40-30 = 10.

Note: In case of inclusive classes, width of the class intervals has to be
calculated, after converting the inclusive classes in to exclusive form.

Number of classes :

The number of classes can be obtained by using the Prof. Sturge’s
Rule

Number of classes (K) =1 + 3.322 log N; N: Number of observations.

The width of the class can also be obtained by :

Range
Number of classes(K)

Width of the class = ¢ =

Cumulative frequency :
The added up frequencies are called cumulative frequencies.

There are two types of cumulative frequencies : (i) less than type (ii)
more than type.

The number of observations (frequencies) below a certain limit is
less than cumulative frequency (L.C.F). The frequency distribution
formed for less than cumulative frequencies against upper class limits,
is, Less than Cumulative Frequency Distribution.

The number of frequencies above a certain limit is more than
cumulative frequency. The frequency distribution formed for more than
cumulative frequencies against lower class limits is more than Cumulative

Frequency Distribution.
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Example:
Frequency Less than cumulative More than cumulative
distribution frequency distribution frequency distribution
Weight | Number of Weight Number of Weight Number of
(kg) persons (kg) persons (kg) persons
30-40 10 Less than 40 10 More than 30 60
40 - 50 15 Less than 50 25 More than 40 50
50 - 60 20 Less than 60 45 More than 50 35
60 -70 15 Less than 70 60 More than 60 15

Frequency density:

The frequency per unit of class interval is the frequency density
(f/c). Or, itis the ratio of the class frequency to the width of that class
interval.

Frequency of the class
width of the class

i.e., Frequency density =

It is used to compare the concentration of the frequencies of different
classes for a given frequency distribution.
Frequency density can be calculated as :

Class |Frequency| Width of the | Frequency
Interval (1) class (c) density (f/c)
0-10 10 10 L
10
10-30 15 20 B
20
30-50 40 20 2
50-60 45 10 4.5
60-65 20 5 4

Relative frequency:

It is the ratio of frequency of the value of the variable to the total frequency.

_ . Frequency of the value of the variable
i.e., Relative frequency (Rf) = Total frequency (N)
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The relative frequencies are calculated as:

Observation (No. of heads) | Frequency (f) | Relative frequency(f/N)

2 1 1 =025
4
2

1 2 -l 0.50

0 1 -02s
4

Total N=4 1

Principles (rules) of classification :
There are no strict rules for classification. However, the following
general guidelines may be considered while classifying the data -

1. The number of classes should generally between 4 and 15.

2. Exclusive classes should be formed for better continuity between
the class intervals.

3. The width of the classes should be usually kept constant through-
out the distribution or may be different for the proper meaning of
subject matter of the data.

4. Avoid open-end classes, because the mid values of such class can-
not be easily computed.
5. The classes should be arranged in ascending or descending order.
6. The lower limit of the first class should be multiple of 5.
Example :1.
Let us consider the weights (in kg) of 50 students of a college.
42 62 46 54 41 ST 54 44 32 45
47 50 588 495 51 42 46 37 42 J9
54 39 51 58 47 64 43 48 49 48

45 61 el 40 58 49 59 87 37 34
56 38 45 52 46 40 63 41 51 41

Solution :
Here, Range= H. V.- L.V, =64 -32 =32
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The number classes as per Sturge’s rule are obtained as follows:

Number of classes (K) =1+3.322 log N
=1 + 3.322 log (50)
= 6.64 = 7 classes (Approx.)

Range _32 s
Numberof class 7 (Approx.)

Size of classes €=

The size of each class is 5. Thus, the required continuous frequency
distribution is prepared as :

Table showing the frequency distribution of weights of students.

Class Interval Tally marks Frequency (f)
(weight in kg) (Number of students)
30-35 | .
3540 - | 6
4045 R 12
4550 - 14
50-55 T 6
55-60 (Wi 6
60-65 1] +
Total 50
Example 2 :

Following are the marks obtained by the students in a certain test.
Prepare a frequency distribution with an interval of 10 marks each
using inclusive class intervals.

37 49 54 51 37 15 12 33 23 25 18 35 33 42 45

55 69 63 46 29 18 37 46 59 29 35 27 45 47 65
Solution :

In the above data lowest value = 12 and highest value = 69.

Here, the size of each class as 10 (given). Therefore the classes are

[10-19],]20-29]...]60-69].
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Thus, the required continuous frequency distribution is prepared as:
Frequency distribution of Marks of students

Marks (CI) |Tally marks [Number of students (f)

10-19  [I 111 ;.
20-29 [+ S
30-39  |HH || 7
40-49  |HH || 7
50-59 [I11] 6
60-69 || || 3

Total 30

Formation of Bi-variate frequency distribution :

In many situations simultaneous study of two variables becomes
necessary. For example, we want to classify data relating to the height
and weights of a group of individuals, income and expenditure of a
group of individuals, ages of husbands and wives, number of children
and ages of mothers etc..

A frequency distribution formed on the basis of two related variables
is called bi-variate frequency distribution.

Method of construction:

Step : 1. By adopting rules of classification appropriate class
intervals are formed for both variables (one may be discrete and other
may be continuous). If the one variable (say X) is grouped into ‘m
classes and the other variable (say Y) is grouped into ‘ n ’ classes,
then the bi-variate table will consist of ‘m x n ’ cells.

2

Step : 2. Represent the class intervals corresponding to one variable
in first column of the table and class intervals corresponding to another
variable in first row of the table.

Step : 3. By going through the different pairs of the values of (X, Y)
variables, put a tally mark in the appropriate cell (row corresponding
to one variable and column corresponding to another variable). Using
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tally marks frequencies of each cell are calculated. The row wise and
column wise total of these frequencies is made to get marginal
frequencies. The total of marginal frequencies is equal to the total
number of paired observations.

In a bivariate frequency distribution, the frequency distribution of
only one of the variables is considered, it is marginal frequency
distribution.

Example 1. Given below are the Ages (years) of mothers and the
number of children. Prepare a bi-variate frequency table

Ages of Mothers | Number of Ages of Mothers | Number of
Sl No. (Years) children SL No. (Years) children
1 28 1 11 27 0
2 37 0 12 39 3
3 42 3 13 23 4
4 25 2 14 33 2
5 29 1 15 36 1
6 47 5 16 32 6
7 7§ 6 17 22 3
8 35 2 18 29 2
9 23 2 19 38 1
10 41 1 20 48 5
Solution :

Bi-variate frequency table showing Ages (years) of mothers and
Numberof children.

No. of children - 0 1 & 3 - 5 6 | Total

Ages (years)
20-25 LI (1)
25-30 ORI | (1)
30-35 | (1) | (1)
35-40 LA [T | (1)
40-45 | (1) | (1)
45-50 | (1) | (1)
Total 2 6 < 3 if 1

(o] § o] s3] o] fepl | o}

9]
=2
1l
]
o
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From the above table marginal frequency table of Ages of mothers

can be prepared as:

Age (inyears) [20-25

25-30

30-35

35-40

40-45

45-50

Total

No. of mothers 2

6

2

6

2

2

N=20

Similarly, marginal frequency table of Number of children can be

prepared as:

No. of children | O 1

2

3| 4

5

6

Total

No. of mothers | 2 | 6

S5

311

i (-

20

Example 2. The data given below relate to the Height and Weight of
20 persons. Construct a Bi-variate frequency table with class interval
for height as 115-125,125-135,...and weight as 62-64, 64-66... write
down the marginal distribution of X and Y.

SLNo. i 2 3 =} 5 6 T 8 9 10

Height (cm) | 170 135 ]| 136 | 137 | 148 | 121 | 117 | 128 | 143 | 129

Weight (kg) | 70 [ 65 | 65| 64 | 69 | 63 | 65| 70| 71 | 62

S1L.No. 111121 13| 14| 15 | 16 | 17 | 18 | 19 | 20

Height (cm) | 163 | 139 | 122 | 134 | 140 | 132 | 120 | 148 | 129 | 152

Weight (kg) | 70 | 67 | 63 | 68 | 67 | 69 | 65 | 68 | 67 | 67
Solution :

Bivariate frequency table showing height and weight of persons

Weights(kg) —| 62-64

Height(cm) L

64-66

66-68

68-70

70-72

115-125 ||| (@)

(2

125-135 [l (4

| (1)

LI (2)

| (1)

1356-145

LT (3)

11 (2)

| (1)

145-155

| (1)

1 (2)

155-165

| ()

165-175

| (1)

Total

4
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From the above table marginal frequency table of height is:

Height | 115- [ 125-| 135 -] 145-| 155 -| 165 - Total
(incm)| 125 135 145 155 165 175

No. of

person 4 ) 6 - 1 1 N=20

Similarly, from the above table marginal frequency table of weight is:

Weight (in kg) [62-64 [64-66 [66-68 [68-70 [70-72 | Total
No. of persons 3 S 4 4 - 20

Tabulation

The collected and the classified data can also be presented in the form
of a table. A tabular presentation provides better understanding,
comparison, and analysis to draw valid conclusions. Here, the data will
be arranged in the form of table containing rows and columns. Thus, a
statistical table makes it possible for the investigator to present a huge
mass of data in a detailed and orderly form. Classification and Tabulation
are not two distinct processes. Before tabulation, data are classified and
then displayed under different columns and rows of a table.

Tabulation is a process of systematic arrangement of the classified
data in rows and columns, in the form of a table.

Objectives :

The Statistical arrangement of the data in a tabular form serves the
following objectives :

1. It simplifies the complex data.
To facilitate comparison.
To give an identity to the data.

To reveal the trend and tendencies of the data.

Mo e B

For diagrammatic and graphical representation a tabulated data
is essential.
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0.

[t facilitates computation of various statistical measures like aver-
ages, dispersion, correlation etc..

Parts of a Table :

The various parts of the table are depending on the nature and

scope of the data.

1

Table Number :

A number should be given to each and every table, in order to distin-
guish and also for easy reference. Usually the table number is written
at the right hand corner at the top of the table.

Title of the table :
A title should be given to the table., The title should indicate in short the
contents of the table, which will be written at the top in bold letters.
Head note or sub-title :
It is a brief explanatory note or statement given just below the head-

ing of the table put in a bracket. The statistical units of measure-
ments, such as in ‘000s, Rs., Million tons, crores, Kg, etc..

Captions :
Column headings are called captions. They explain what the column

represents. Captions are always written in one or two words on the
top of each column.

Stubs :
Row headings are called Stubs. They explain what the row represents.

Stubs are usually written in one or two words at the left extreme side
of each row.

Body of the table :
The body of the table contains numerical data. The table should be

well balanced. i.e., length and breadth should have appropriate ratio
in accordance to the size of the paper.
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7.

Foot note :

[t is generally written below the table explaining in brief and precisely,
clarifying anything special referring to the table such as conclusions,
remarks, inferences, omissions, additions, abbreviations etc..

Sources :

Below foot note or below the table, source of the data may be men-
tioned for verification to the reader.

General format of a table

Table No.
Title
( Sub-title / Head note: )
Stub headings Captions
(Row headings) (columns headings)
Stub
Eritries Body of the table

Foot note:
Source:

Rules/Requisites of tabulation :

A good statistical table is not only grouping of data into columns

and rows but also summarizes the total information in an easy way,

with minimum possible space. Though, there is no hard and fast rule

for preparation of a table yet a few general points should be kept in

mind which are given below :

Le

Size :

The size of the table should be according to the size of the paper with
more rows than columns. Exchange of the data can be done by alter-
ing the column and rows. A sufficient space should be provided in a
particular cell to enter any new or to alter any affected figures.
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- § Logical order :

The stubs and captions should be arranged logically, according to the
alphabetical, chronological, geographical order. Items are to be ar-
ranged according to the description of stubs and captions.

3. The table should not be overloaded with number of characteristics,
rather can be prepare another table. i.e., In case it is not possible to
accommodate all the information in a single table, it is better to have
two or more related tables.

4. The table should be complete in all respects.

5. No cell should be left blank. Either, put (—) dash or write N.A. (Not
Available).

6. Miscellaneous column can be provided for the presentation of ratios,
percentages etc., of the data.

7. Ditto (“) marks should not be used, as they may confuse with the
row or column.

8. Footnote : Itis used to explain omissions, any remarks regarding the
numerical entries of the data in the table.

9. Source : The data obtained from publications, organizations, Jour-
nals etc. should be mentioned.

Type of Tables :
Tables can be classified according to their purpose, nature of data

or number of characteristics as follows :

1. Simple or one-way table

2. Two way table

3. Manifold table

Simple or one-way Table:
If only one characteristic is represented in a table, it is called a

simple or one-way table. For example, the employees of an organization

can be presented according to their ages or marital status or category
of work or any other.
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Example 1. The residents of a certain locality can be classified
according to their occupations

Table-1: The blank table given below represents the number of
residents with different occupations in a locality.

Occupations Number of residents
Office assistants
Business men
Teachers

Bank Employees
Total

Two-way table :
If two characteristics are represented in a table, it is called two-way
table. Here, either stub or caption or both is divided into two co-ordi-
nate parts.
Example 2. The residents of a certain locality classified according to
their occupations and sex is :
Table 2: The blank table given below represents the number of
residents with different occupation and according to their sex
in a locality

Number of residents
Men |Women | Total

Occupation

Office assistants
Business men
Teachers

Bank Employees
Total

Example 3. Prepare a blank table to represent the students in a
college according to (i) Faculty : Arts, Commerce, Science and
(ii) Sex
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Solution: The blank table given below represents the number
of students in different faculties and sex

Faculty Number qf students
Bovs | Girls | Total

Arts

Commerce

Science

Total

3. Manifold Table :
If more than two characteristics are represented in a table, it is called
manifold table. Here stubs or captions are divided into two or more
parts.
Example 4. Prepare a blank table showing the particulars relating
to the residents of a certain locality according to :
(i Occupation : office assistants, business men, teachers, bank
employees.
(ii) Sex : men and women.
(iii) Marital status : married, single.
Solution: The blank table represents the residents of a
locality according to their occupation, sex and marital

status.

Number of residents
Occupation Men Wormen Total
Married |Single |Total |Marrie |Single [Total |[Mamie |Single |Total

Office
Business men
Teachers
Bank

Total

Foot note:
Source:
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Example 5. Prepare a blank table showing the particulars relating to
the students of a college classified according to :

(i) Faculty : Commerce, Science.

(i)

(iii) Age group : Age-below 18 years, 18 - 20 years, above 20 years.

Sex : boys and girls.

Solution: The blank table represents the number of students
according to faculty, sex and age.

Age group

Faculty
(years)

Science
Girls |Total

Commerce
Boys |Girls |Total

Total
girls

Boys Boys Total

Below 18
18- 20
20 and above
Total

Foot note:

Source:

Example 6. In a sample study about the food habits of residents of
a Agrahar village, the following data were observed. 55% of the
residents were males; 85% were vegetarians ; only 12% were non-
vegetarian females. Tabulate the above information.

Solution : Table showing the sex-wise distribution of vegetarians
of Agrahar village (figures in percentages).

Food habit Male |Female| Total
Vegetarians 50" 33" 85
Non-Vegetarian 3 12 &
Total 55 45" 100

Foot Note:*45-12=33; 85-33=52; 55-52=3; 12+3=15
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Example 7 :

In a state there were 30 lakh people. Out of these, 10 lakh people
live in urban areas and the rest in rural areas. In urban areas there
were 7 lakh male people, out of which 2.5 lakh are illiterate. In
urban areas 2 lakh ladies were illiterates. In rural areas there were
15 lakh male people out of which 5 lakh were literate, in rural
areas illiterate ladies were 3 lakh. Tabulate the above information.

Solution: Table representing the residents of a state in urban

and rural area according to sex and literacy (Figures in Lakhs).

Men Women Total

ArE ot Liter |Illiter Liter | Illiter Liter |I1liter
Living Total| ™ | Total Total

ates | ates ates | ates ates | ates

Urban | 25 | 45| 7 1 2 3 |85 |65 | 10
Rural 5 10" | 15 a2 3 5 7 13" | 20
Total | 7.5 |14.5"| 22" | 3 B 8 [10.57|19.57| 30

Foot Note: *computed figures, remaining are given figures.
Source: Imaginary.
Example 8 :

In a sample study about food habits in two towns, the data was obtained:

Town A : 50 % persons were males
30 % were non-vegetarians
18 % male non-vegetarians

Town B : 45% persons were males
25 % were non-vegetarians
16 % were male non-vegetarians;

tabulate the above data.
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Solution :Table-8: Table showing the sex-wise distribution of

vegetarians in two villages

Food Habit Village A Village B
Males | Females | Total| Males | Females | Total
Vegetarian a3 38" 70" | 29° 46* 73
Non-vegetarians | 18 1 30 16 9 25
Total 50 50 100 | 45 85 100

Foot Note: * computed figure.

Questions

1. What is classification of the data ?

2. What are the objectives of classification ?

3. Explain geographical classification and chronological classification
of data with examples.

4. Explain qualitative and quantitative classification with examples.

5. Give

the formula of Sturge’s to find the number of classes. Or Give

the formula used to determine the number of classes.

6. Define the following terms :

1
ii.

iii.
iv.

Vi.

Frequency, class frequency

Class limits

Width of the class

Class mid point

Class interval-inclusive, exclusive and open-end

Correction factor

vii. Cumulative frequency- less than and more than

viii. Frequency density

ix.

Relative frequency
Frequency distribution - Discrete, Continuous, Univariate,
Bi-variate, Marginal.
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2

10.
11.
12,
13.
14.
15.
16.

1
18.

19.

20.

For what purpose is correction factor used, in frequency
distribution ?

What are the guidelines of classification ?

What is the tabulation of the data ?

What are the parts of a table ?

What is the purpose of table number in tabulation ?
What are captions and stubs of a table ?

What is head note of table ?

What is indicated by source note of a table ?

Give a general format of a table.

What are the requisites of a good table ? or What are the General
rules to the tabulation ?

Elucidate the difference between classification and tabulation.
The number of doctors serving in forty different hospitals were
recorded as below :

6 7 597 6 39 8 6 7 57 6 8595 835 9 95 6
5 96 6447 5 5 85 3 3 84 4 3 4 4 3

Prepare a discrete frequency table.

Following is the data regarding the number of meteors observed
in 30 different days to an observatory: 7,4,2,5,9,7,4, 3, 8,6,
9,10,3,3,5,95,7,6,3,8,4,3,7,9, 8 10, 6, 8, 7. Tabulate
above observation.

From the following paragraph prepare a discrete frequency table
with the number of letters present in the words.

Success in the examination confers no right to appointment unless
government is satisfied, after such enquiry as may be deemed
necessary that the candidate is suitable for appointment to the
public service.
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L.

22,

e P

21

25.

From the following paragraph prepare a frequency table of the
number of the letters in a word, ignoring the punctuation marks.

“By statistics we mean aggregates of facts affected to a marked
extent by multiplicity of causes numerically expressed, enumerated
or estimated according to a reasonable standard of accuracy,
collected in a systematic manner for a pre-determined purpose
and placed in relation to each other.

A review of the first 30 pages of a statistics book reveals the following
printing mistakes

g 1 3 & 2 96 8 1L 6 4 1 1 9 2
3 2 30 4 2 2 353 3 4 61 4 3 2

Prepare a frequency distribuion of printing mistakes.

Following are the ages (in years) of school children of a lower

primary class at Sandeep International school.

12 g lal2 1011 7 & 610 8 16 & 10 ¥

14 61113 7 9 811 10 8 12 13 9 6 14

Prepare a frequency table using inclusive class interval of width 3years.

Following is the data regarding the [.Q of 30 children of a school.

106 118 112 120 103 105 99 139 65 113 108 116 93 100 120

100 108 100 112 110 109 117 98 103 99 110 95 101 105 98
Prepare a frequency distribution with class intervals: less than or

equal to 90, 90-110, 110-120, more than or equal to 120.

From the following data of the hourly wages (in rupees) of workers

employed in a certain factory, construct a frequency table with classes

40-49, 50-59 and so on.
76 63 83 75 61 41 115 82 60 40 74 42
78 95 56 77 78 65 67 50 84 76 100 53
100 81 59 73 54 79 79 80 104 69 68 79
72 80 70 69 64 42 76 84 90 77 49 66
73 71 94 78 86 51 96 103 52 79 50 72
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26. Given below are the daily wages in rupees of 36 workers in a factory
manufacturing plastic products.
100 115 120 125 92 140 150 162 189
165 200 220 250 240 300 320 270 280
400 382 288 235 225 312 270 250 242
344 248 188 220 240 212 224 325 425
Form a frequency distribution taking lowest class-interval as 90-140
with the magnitude of 50.
27. Below are given the marks obtained by a batch of 22 students in
Mathematics and Statistics:

Roll No. 1 21 3| 4 5| 6| 7| 8| 9 10| 11
Marks in Mathematics | 53| 54| 52| 32| 30| 60| 47| 46| 35| 28| 25
Marks in Statistics 58| 55| 25| 32| 20| 85| 44| 80| 33| 72| 10

Roll No.(continued) 12| 13| 14| 15| 16 17| 18| 19| 20| 21| 22
Marks in Mathematics | 42| 33| 48| 72| 51| 45| 33| 65| 29| 35| 40
Marks in Statistics 42| 15| 46| 50| 64| 39| 33| 30| 36| 40| 52

Prepare a bivariate frequency table.
28. Below are the ages of husbands and wives prepare a bivariate
frequency distribution with suitable width :

SL N Age of Husband | Age of Wife Age of Husband | Age of Wife
. No. - : Sl. No. - :
(in years) (in years) (in years) (in years)

1 28 24 11 27 23

2 42 37 12 40 30

3 29 25 13 26 25

4 47 37 14 41 35

5 35 23 15 25 21

6 41 39 16 38 34

7 33 23 17 31 20

8 36 32 18 35 29

9 29 24 19 29 25

10 38 38 20 47 34
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29.

30.

31.

32,

33.

34.

Prepare a blank table to show the distribution of population of a
village according to

i. Sex : men, women

ii. Age group : below 18 years, 18-30 years and 30years & above
iii. Marital status : married, single.

Draw a blank table to show the distribution of employees of a factory
according to-

i. Sex: men, women

ii. Religion : Hindu, Muslim, Christian

iii. Wages :below Rs.5000, Rs.5000-10000 and Rs. 10000 & above.
Prepare a blank table to show the population of a town according to-
i. Sex: men, women

ii. Age group in years : (0-25), (25-50), 50 & above

iii. Periods : 2008, 2009, 2010.

Draw a blank table to show the students of a college according to-
i. Faculty : arts, commerce & science

ii. Sex : boys, girls

iii, Class : I puc, II puc

Prepare a blank table to show the employees of a commercial bank
according to

i. Sex: men, women

ii. Cadre : officers, cashiers, clerks

iii. Age group (in years) : below 30, 30-40 and 40 & above

In a sample study regarding smoking habit in a town, the following
data were obtained :

Men population = 58%
Smokers = 22%
Men smokers = 18%

Tabulate the above data.
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35.

34.

37.

38.

Tabulate the following data about the coffee drinking habit in two
towns A and B :
Town A Town B
55% were males 52% were males
28% were coffee drinkers 25% were coffee drinkers

18% were male coffee drinkers 16% were male coffee drinkers

Number of students ina college in 2005 was 510. Of these 480
were boys. In 2010 the number of boys increased by 100% and
that of girls increased by 300% of that of 2005. In 2012 the total
number of students in the college was 1200, the number of boys
being double the number of girls. Tabulate the above information.

Out of a total number of 10,000 candidates who have applied for
jobs in a government department, 6,854 were males, 3,146 were
graduates and others non-graduates. The numbers of candidates
with some experience were 2,623 of whom 1,860 were male. The
number of male graduates was 2,012. The number of graduates
with experience was 1,093 that include 323 females. Tabulate the
above information.

Present the following information in the table.

In the year 2005 there were 200 banks out of which 50 were private
banks, in these fifty banks 10 had A.T.M facility and none of the
nationalized banks had this facility. In the year 2010, there was
an increase of 50 more banks in the private sector and 180 in
nationalized banks. Total number of banks had A.T.M. facility
in2010 is 100 and 75 private sector banks has this facility.

whihk



Unit-IV
DIAGRAMMATIC AND GRAPHIC PRESENTATION OF DATA
Even though tabular presentation of data is more convincing, they
are not interesting because of numerical figures. To make the data easy
to understand even by a layman at a glance, diagrams and graphs are
used. Just one diagram is enough to represent a given data more
effectively than thousand words.

So, in this chapter, let us illustrate different ways of presentation
of data through diagrams and graphs.

Importance/Need :

Diagrams and graphs are extremely useful because of the following
reasons:

1. They are attractive and hence diagrams and graphs are commonly
used in news papers and magazines for the purpose of adver-
tisements and campaign.

They give bird’s-eye view of the entire data at a glance.
They can be easily understood by common man.

They can be remembered for a longer period of time.

Ll il

They facilitate comparison.

General Rules for constructing diagrams and graphs :

1. Every diagram should have a suitable title and is written above it.
2. Proper scale according to the size of the paper should be selected.
3. It should be neat and attractive.

4. It should not be overloaded with more information.

S

To indicate different parts, suitable shades, colours and cross-
ings should be used.

6. An index indicating different shades, colours, crossing etc. used
should be shown clearly.

58
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x
8.

It should be complete in all respects.

It should be simple and self explanatory.

Types of diagrams :

In practice, a very large variety of diagrams are in use and new

ones are constantly being added. For the sake of convenience and
simplicity, they may be divided under the following heads :

& e

One Dimensional Diagrams

Two Dimensional Diagrams

Three Dimensional diagram

Pictograms and Cartograms.

According to present syllabus, our discussion is confined only to

one and two dimensional diagrams.

1. One Dimensional Diagrams :

The diagrams drawn by considering only one dimension are called

one dimensional diagrams. They are mostly bar diagrams. Here, only
the height (length) of the bars is considered.

(a)

Some of the one dimensional diagrams are :
(a) Simple Bar diagram
(b) Multiple Bar diagram
(c) Component/Subdivided Bar diagram
(d) Percentage Bar diagram.

Simple Bar Diagram :
Here, to represent the data rectangular bars of equal width and
height proportional to the magnitude of the items are drawn with
proper scale. Width of the bar is taken merely for attraction, but
it is nothing to do with the data. It is used for the comparative
study of two or more items of a single variable. For example, the
figures of imports, exports, and population etc., for few years are
to be represented by simple bars.
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Examplel : Following figures represent the decadal change of population

of India. Draw a simple bar diagram.
Year 1901 1911 1921 1931 1941 1951 1961 1971 1981 1991 2001 2011

Population
(Million)

Solution :

238 252 251 278 318 361 439 548 688 846 1028 1210

Simple bars respresenting Population of India from 1921 to 2011

Population (in Millions)

1901 1911 1921 1951 1961 1871 1981 1991 2001 2011
Years

Example2: Represent the data regarding the population of different
countries by simple bar diagram.

Country | China | India | U.S.A | Indonesia | Brazl | Pakistan | Bangladesh
Population

o 1341 | 1210 | 309 238 191 185 165
(Million)
Population by Countries
1600
W Sacle: Y-Axis: 1 Cm = 200 Millians
1400
z
5 1200
= 1000
=
E 800
S
=
= 600
=
=
o, 400
Q
A~ 200
0 | ,
China India U.S.A Indonesia Brazil Pakistan Bangladesh
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Note: While constructing simple (multiple or compound) bar diagrams,
the scale is determined on the basis of the highest value in the data.The
space between consecutive bars (sets of bars) should be same.

(b) Multiple (Compound) Bar Diagrams :

Multiple bar diagrams are used to represent various sets of
interlinked data. Here, a set of adjacent bars (one for each com-
ponent) is drawn for comparison. Bars are differentiated with
shades or colours and an index is provided for easy reference of
bars.

Example: 1 Following is the data showing foodgrain production in
different years. Draw a multiple bar diagram to represent the data.

Productin (in tons)

Foodgrain =T 5600 | 2010
Rice 150 90 100
Ragi 120 150 140

Wheat 200 250 280

Solution : Multiple bar diagram represents foodgrain production for
ree different years.

300 Scale: Y-axis: 1em= 50 Tons
:@"t
250 s .
o i
£ 200 - % §3
ool :} ] i
£ e B i ; B Rice
£ 150 - - - L
S e - :
= @«: i - Ragi
3 100 - ‘i é@: £ Wheat
L L
| :
50 1
0 A s T 1
2008 2009 2010
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Example 2. Draw a multiple bar diagram from the following data :

Population (millions)

1971 | 1981 | 1991
Hindu 82.7 | 82.6 | 82.41
Muslim 11.2 11.4 | 11.67

Christian 2.6 2.4 2.32
Others 3.5 3.6 3.6

Religion

Solution : Multiple Bar diagram representing the Religion
wisepopulation for the year s1971, 1981, 1991

90 Scale: Y-axis: Lem= 10 Million

%0

o o

50 A @ Hindu

B Muslim
40 -

O Christian

30 A

Population {millions)

@ Others
20 4

10 A

1971 1981 1991

(c) Component/Sub-divided Bar Diagrams :

Here, simple bars are drawn for the total magnitude of the vari-
ables, further the bars are divided into various segments, each seg-
ment representing a given component of the total. To distinguish
between the various components different shades or colours are
used. For easy reference of the components an index is provided.
These are useful in comparing the total magnitudes, along with the
components.
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Example 1. For the following data regarding the expenditure of families
A and B. Represent the data by sub-divided bar diagram.

i Expenditure in Rupees
Family A Family B
Food 2580 3350
Clothing 880 1250
House rent 2200 3100
Education 360 1550
Fuel 280 450
Others 1800 2000

Solution : SUB-DIVIDED BAR DIAGRAM REPRESENTING THE
EXPENDITURES OF FAMILY A AND B

14000 Scale: Y-axis: 1Cms= 2000 Rupees

g 10000 W_ Others

£, 8000 7 % [MFuel

: o -

| e
] r_%' 2000 —  Orood

Example 2. Following data represents the major consumption of food grains in
Karnataka state. Represent the data by a subdivided bar diagram.

Food Grains Quantity Consumed (In million Tons)
Jower 450
Ragi 320
Wheat 150
Rice 400
Total 1320
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Component bar diagram representing consumption of food grains in Karnataka State.

(d)

1400

1200

o . 1000
E2

22 goo
Q £
S 9o
=

£% 600
@ £

g 400

200

0

Scale: Y-axis: 1em= 200ml.tons

]] [[Rice

ElWheat
[1Ragi

[D1ower

Food Grains

Percentage Bar Diagrams :
This is another form of component bar diagram. Here, the compo-
nents are not the actual values but percentages of the whole. Bars
are drawn with height equal to 100 each and bars are divided into
segments according to their values expressed as percentage of the
respective totals. The different subdivisions are shaded properly and
an index is provided for easy reference of the components. These
are useful in comparing percentage components. Here, the percent-

age (%) of an individual component =

[ndividual value

X
Total value L

Example 1. Following are the marks obtained by two students A and B in
an annual examination. Represent the data by percentage bar diagram.

Subjects Marks of students
Student A | Student B

Kannada 2 82
English 85 92
Statistics 97 95
Economics 88 90
Business 90 87
Accountancy 94 98
Total 526 544




Unit - IV : Diagrammatic and Graphic representation of data 65

Solution:
_ ) Individual value
Convert marks in to percentages: % of a subject = x 100
Total value
72
Student A: Kannada = ﬁ X 100 =13.69 = 14%
95
Student B: Statistics = m x100=17.46 = 17%
Similarly , other values can be calculated.
Subiects Student A Student B
Rk Marks | In % |Cumulative % |Marks | In % |Cumulative %
Kannada 72 14 14 82 5 £
English 85 16 30 2 17 32
Statistics 97 18 48 95 157 49
Economics 88 1°F 65 90 1 66
Business studies 90 17 82 87 16 82
Accountancy Bt 18 100 98 18 100
Total 526 100 - 544 | 100 -

Percentage Bar Diagram showing the marks of the students A and B

100
00 \\\ ds 1 lem = 10%
80
70 Accountancy
60 S e S DR La D s ;
:|:|:|:|:|:|:|:| Business studies
50 i o i s e Economics
> 4 &
40 ‘: 1’_3’)\ A’g‘ .
B o+ o 4 & 4 Statistics
30 WA AAA :
| 2 - English
20 ] Language
10
0
Student A Student B
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2. Two Dimensional Diagrams :

The diagrams drawn by considering two dimensions are called two
dimensional diagrams. These are also called as area diagrams. In two
dimensional diagrams, both height and width of the bars are taken
into account and area generated by them is proportional to the
magnitude of the data. Some of the two dimensional diagrams are-
(a) Rectangles (b) Squares (c) Circles (d) Pie diagram chart. According
to the present syllabus, we study only pie-diagram.

Pie-diagram (pie chart, circular diagram) :

In case of bar diagram, a bar is sub-divided into segments to
represent its components. Where, in case of pie-diagram a circle is sub-
divided into sectors to represent its components. Where, the area of
the sector will be proportional to the magnitude of the components.
This will be done by computing the angles of each sector by using the
formula :

Individual value

4 s i _ g &
Angle of an individual component —————— 360

Example 1.

The following table shows the cost structure of Indian Hotel Industry
in percentages.

Cost components Total expenses (%)
Administrative 30

Employees payments 20

Repairs and 14

Food and Beverages 12

Power 16

Selling expenses 8

Draw a Pie diagram to represent the data.
Solution :
o Individual value

Angle of an individual component = X S

Total value
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Administrative expense=

30
= 2 3007 = 1088

100

Cost components Total expenses (%) |Angles
Administrative 30 108
Employees payments 20 72
Repairs and 14 50
Food and Beverages 12 43
Power 16 58
Selling expenses 8 29
Total 100 360

Pie - diagram show sthe expenses of Indian hotel industry

Y

W

\

Administrative expense

Employees payments

Repairs and maintenance

Food and Beverages

Power

Selling expenses

Example 2. The following data relates to the expenditure of a family per

month. Draw a pie chart.

Items Expense (in Rs.)
Food 3000
Clothing 1500
Rent 900
Education & medicine 500

Others

600
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Solution :
Items Expense (in Rs.) Angles
Food 3000 166
Clothing 1500 83
Rent 900 50
Education & medicine 500 28
Others 600 33
Total 6500 360

Pie diagram represents the expenditure of a family

@EFood

@Clothing

ORent

@Education & medicine

DOOthers

Graphical presentation of frequency distributions

There are many ways of presentation of frequency distributions in
the form of graphs. Some commonly used graphs are :

1. Histogram

2. Frequency Polygon
3. Frequency Curve
4. Ogives.

Histogram :

Histogram is constructed for a continuous frequency distribution. “A
histogram is a set of adjacent rectangles, whose height and width are



